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Digital Watermarking of Autonomous Vehicles
Imagery and Video Communications

Executive Summary

We have developed, implemented and tested a known-host-state methodology for designing

image watermarks that are particularly robust to compression. The proposed approach

outperforms traditional spread spectrum watermarking across all JPEG quality factors. The

fundamental approach is based on using 2D chirps as spreading functions, followed by chirp

transform to recover the watermark. The reason for enhanced performance is the ability to

spectrally shape the chirp to match image content and JPEG quantization. The energy localization

of chirp is exploited to embed low power watermark per image blocks while maintaining reliable

detection performance. In the course of this study we discovered that a chirp defined over a

square grid is very susceptible to rotations of even small amounts. To address this difficulty we

defined a ring chirp defined over a polar coordinate system. Embedding capacity is reduced but

substantial robustness to image rotation is achieved.
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ROTATIONALLY ROBUST DATA HIDING IN JPEG IMAGES
USING A TUNABLE SPREADING FUNCTION

Christopher E. Fleming and Bijan G. Mobasseri
Electrical and Computer Engineering Department and

Center for Advanced Communications
Villanova University

Villanova, PA

ABSTRACT nels. Equally important to these two requisites is robust-

Digital media is incredibly easy to create, store, copy and ness. Robustness not only to malicious attacks intended to

manipulate. For these reasons it is desirable to authenti- destroy or remove the watermark, but also robustness to

cate, trace and otherwise fingerprint digital media at the common, everyday operations. This paper explores the

point of origination. These objectives can be accomplished latter form, specifically the ability to survive both corn-

by digital watermarking whereby a digital signature is pression and rotational attacks.

embedded in imperceptible portions of cover media. Since Reviewed herein are standard block-based watermarking
the marked media may undergo friendly operations such schemes, both spatial and spectral, and the shortcomings
as filtering, compression and scaling the watermark must that come with rotational attacks. In addition, a solution is
be robust. One of the more difficult operations that the proposed involving a circular chip watermarking algorithm
digital watermark must survive is geometric manipulation. enabling it to survive both compression and rotation.
In this paper we present a digital watermarking algorithm These results and comparisons are further discussed
that can survive the combined compression/rotation attack within.
and still remain detectable. PREVIOUS WORK

INTRODUCTION Watermarking algorithms can be implemented in three

In light of the world's recent events, the increasing need in different domains, those being: spatial, spectral and corn-
homeland security and defense is a critical topic within the pressed. There are pros and cons associated with each.
government. Because of this, the necessity for information Compressed domain watermarking schemes benefit in that
security and analysis is also vital, especially when using there is no need for full or partial decompression, which
digital media. With this in mind, digital watermarking ap- makes it ideal for real-time applications. However, such
plications for military use are becoming increasingly algorithms are not robust to any form of recompression.
prevalent both on and off the battlefield. Because of this, only the former two domain watermarking

will be further discussed.
Digital watermarking, by definition, is the process of em-

bedding invisible signatures within a cover media with Two significant algorithms involve the embedding of a
little or no perceptual impact. The cover media may take pseudo-random (PN) sequence into the spatial and spectral
on a variety of forms including digital audio, video and domains respectively.
imagery. The data or signatures which are embedded Arguably, the most widely used technique is spread spec-
change with each application. Whether it is secure covert trum watermarking (SS), an idea first introduced by Cox et
communications, image authentication or metadata em- al [2] whereby a DCT transform was performed across an
bedding, the performance metrics for any watermarking entire image and the coefficients were modified by em-
process include perceptual transparency, security and ro- bedding a Gaussian sequence. These coefficients were per-
bustness. ceptually significant when recreating the image; therefore

The most demanding constraint for any watermarking al- in order to maintain transparency the change was frac-
gorithm is perceptual transparency. Any information em- tional. Another SS watermarking technique was by Her-
bedding into the host signal must remain undetectable to nandez et al [5]. Here, Cox's idea was applied to 8x8
the Human Visual System. However, the information must blocks of DCT transform coefficients, thus modeling itself
also be detectable and extractable given the correct key by after the JPEG standard itself. The idea utilized knowl-
a trusted recipient. Security becomes an issue if and when edge about the DCT coefficients and JPEG's quantization
the watermarked media is transferred via insecure chan- tables in order to determine an optimal watermarking loca-
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tion within the transform coefficients. The high frequency As illustrated, the chirp noticeably outperforms both of the
DCT coefficients barely distort the image but are removed other embedding methods over the most common quality
too easily as compression increases. On the other hand, factors, between 40 and 90.
the low frequency DCT coefficients would survive com- In addition to robustness to JPEG compression, the other
pression very well but at the cost of greatly distorting the attack that will be explored is rotation. Early results,
image. Ideally, it was found that the lower-middle fre- shown in Figure 2, indicate that block-based embedding
quency coefficients have the best range of acceptable schemes are extremely fragile to rotational attacks, thus
compression resistance and minimal image distortion. producing poor BER plots.

However, concept of SS watermarking is not limited to . -. .
just the spectral domain. Spatial domain PN sequence wa-
termarking involves the same design, however, the altera-
tions are of the actual pixel values rather than DCT coeffi-
cients.

These two approaches utilize PN sequences to embed the
data. Though both provide decent robustness, an improved
approach to both spatial and spectral domain watermarking
was suggested by Mobasseri et al [1]. The idea used a spa- ,
tially embedded polynomial chirp signal [4].

BLOCK-BASED CHIRP WATERMARKING 1 7 a

The premise for using the block-based chirp is to produce Figure 2: Rotation BER Plots
a watermark structure, which spectrally, is unrelated with The lack of performance involving the chrip's block-based
the cover media and capable of avoiding frequency- design is attributed to rotational displacement, or angle.
selective JPEG compression, all while maintaining imper- Rotational displacement generally involves separate points
ceptibility. at set distances that move circularly around a central point.

The chirp is a block-based tunable spreading function for When comparing the two points set at different distances

watermark embedding. The tunable values are the chirp rotation around the origin by the same angle, the point far-

rate, fl, and the natural frequency, f These values are op- thest from the center will move a greater distance. The

timized for each image resulting in the key used for the same is said for blocks of points, or pixels. The farther

detection process. The chirp equation is defined as fol- blocks are moved or displaced (up to 45 degrees), the more

lows: data is lost or removed from the detection region. This can

be seen in Figure 3.

W (x,y) (1) eNo Rolato n otated 16'

The overall efficiency of the chirp algorithm is best proven
in a performance comparison of the previously mentioned
PN sequence spatial and spectral embedding methods. Be-
low shows the results for each algorithms' bit error rate •
(BER) performance versus JPEG compression.

Ct*p, TraS40, La,&QaV512 tISPON 40d5

35

- Figure 3: Block Rotational Displacement
. . Due to this loss and smearing of data across blocks, it is

M .. impossible to accurately detect the embedded watermark.
This is even true when using a rotationally invariant algo-

l0 .rithm such at the Fourier-Mellin Transform (FMT) [6,7,8]
for detection. Though the results have improved, they are

,0 0 20 50 4 70 1W still unreliable and non-robust to all rotations.

Figure 1: Chirp vs. Traditional Methods
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C..rp.Vb4,d,,F.PSNf1-40dfe0O100, . o0.0oo06 If the image's comer regions were apart of the watermark-

able content, then the overall performance would decrease,
and therefore giving it an overall smaller possible capacity.

Embedding

The circular chirp similar to its block-based counterpart is
!_.. ./ _. . also embedded in the spatial domain, but interpolation is

a necessary due to its circular design. This is because circu-
-x lar based objects that use polar coordinates do not map

A/ , --- 2128 -directly to Cartesian coordinates. To perform the conver-
V -- 1241,2 sion seamlessly, the polar chirp spreading function begins

0 15in the polar domain. After interpolation, the circular wa-
_ _ _ _ _ _ _ _ _ _termark that is equivalent in size to the image is added di-

Figure 4: Block-Based Watermark with FMT Detection rectly to each corresponding pixel. An example of the re-

Because of this a new approach is needed to ensure ro- suiting embedding operation is in the figure below.

bustness to both JPEG compression and rotation attacks.

CIRCULAR CHIRP WATERMARKING

The previously examined watermark's vulnerability is due
to its geometric shape. A circular watermark would correct
this effect, since its geometric shape is conducive to rota-
tion. Unlike the block-based watermark that loses its in-
formation after an amount of rotation, a circular water-
mark's data never leaves the image after rotation. This
property alone gives a circular watermark a sizeable ad-
vantage over a block-based watermark. Figure 6: Lena Original & Watermarked

. Detection
The JPEG standard uses blocks in its quantization process,

which was the basis of using a block-based watermark. Similar to the block-based chirp, [13,f], are necessary to
This fact alone will give a block-based watermark an ad- detect the circular chirp watermark. These tunable values
vantage when comparing it to a circular watermark. Con- are used to recreate the embedded watermark, which is
verting the chirp watermark's equation to a polar mapping then used to correlate against the watermarked image. Un-
instead of a Cartesian mapping overcome this shortcom- like the block-based approach, the circular chirp performs
ing. This can be seen in the equation below, its detection in the polar domain. This is because the polar
x=pcos(O), y-psin(O) domain converts rotation to translation, and it aligns the

S( 22)2Y((circular data into vectors necessary for correlation. In this

W(p,O) = ei•'(2p2)+i2fp(cos(O)+si(O)) (2) domain cross correlation utilizes these properties to detect
the signal after rotation. This can also be accomplished

Circular watermarks are also at a disadvantage with its using the Discrete-Fourier Transform, but cross correlation
shape in some respect since a majority of images are rec- allows the detector to possibly determine the angle of rota-
tangular. This would prevent the watermark from using the tion. The detector then determines the polarity of the
entire image's pixel values, because the circular water- greatest correlation value and the information bit since
mark's content only goes to the image's sides. This is il- they are antipodal binary values.
lustrated in the figure below were the unused outer regions When data is interpolated from Cartesian to polar and vice
are removed. versa visual distortion occurs. To thwart these effects, the

recreated circular chirp endures the same polar to Carte-
sian and Cartesian to polar mappings as the watermarked
image. An example of the interpolation process is dis-
played in the following figure.

Figure 5: Detectable Content
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Figure 7: Polar to Cartesian Watermark Mapping / -
• Security Do , t is

In the event an unintended user would obtain the image Figure 9: Watermarked Image vs Rotation
through an unsecured channel, B and f are also useful as a
security measure within this algorithm. Without the proper The noisy case has an average BER of 7%, which far sur-
values for B and f it is very unlikely that the message will passes the performance of the block-based approach. Other
be decoded. The complexity of an exhaustive search variables also affect the performance of the algorithm. As
makes determining B and f undesirable. ring size increases the total amount of information avail-

EXPERIMENTAL RESULTS able to the detector increases and therefore performance
increases.

The effects of the circular chirp are better understood by To obtain an optimum rotational performance for a spe-
comparing it with the block-based results. The figure be- cific ring size, a series of detection trials for a range of
low displays the output of a 255 ring circular chirp, which tunable variables are necessary. Using the detection out-
is a smaller overall capacity then the block-based algo- puts form the combinations of tunable variables, a rota-
rithm. The capacity can be increased using sectoring, tional performance table can be created, and an optimal B
which is discussed in the future works section. The circular and f are established.
chirp on the other hand can survive the specified range of
rotation. This also holds true for determining the optimal B and f

Sn CkNhrtý., CralS1246t2, f.-0 1100, We&.0values for fighting compression. This technique was used
in Mobasseri et al [1]. To help eliminate some unnecessary

S. . .trials compression and rotation are joined to yield tables

.............. .. .... . ... more conducive to this algorithm.m .. . .. . . . . . .. .. . ... . .. .... .. ..

CONCLUSION AND FUTURE WORK

. ......... ........... In this paper, the problem of rotation/compression resistant
.......... ......... watermarking algorithms was described. While block-

0 . .based watermarking has many beneficial traits when com-
I -bating the effects of JPEG compression, but these same

0 . FWS 10 Is traits also hinder the watermark's ability to avoid the ef-
fects of rotation. This paper's research has explained that

Figure 8:Circular Chip vs. Rotation the geometric design of the block-based watermark is natu-
rally flawed with respect to rotation, and a rotational de-While this is an imageless case, it shows a significantly . sign is necessary.

improved detection benchmark in comparison to the block-

based rotation invariant scheme in figure 4. As the image The circular chirp watermark combines the chirp's ability

is added to this scheme the performance should decrease to avoid JPEG compression and a circular design to com-

as a result of a decrease in signal to noise. bat rotation. The noiseless results of the circular chirp
alone show that it out performs the block-based chirp, and

After adding the circular chirp to the cover image, it is ap- when the common attacks of JPEG compression and rota-
parent that the previous hypothesis was correct. One ex- tion are applied. Even though the chirp gives up some ca-
ample of a 16 ring circular chirp added to the cover image pacity to the block-based design, a circular chirp water-
is shown in the figure below, mark is a solution to the block-based watermark's inability

to avoid both JPEG compression and rotation.
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Future work for this project will include a series of studies
with respect to increasing capacity and the analysis of the
tunable variable's significant digits.

The information structure of the circular chirp watermark
is initially based on rings. Capacity within these rings can
be increased if divisions are applied over a set quantity of
angles. These divisions are also called sectors. By limiting
the total range of possible rotations within the system, it is
possible to increase the capacity greatly.

After running the several trials with rotation, it has become
apparent that the values for 13 and f are more unpredictable
then original anticipated. By altering the current tunable
value's range by another significant digit it should be more
evident how conventional these values are.
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DESIGNING ROBUST WATERMARKS USING
POLYNOMIAL PHASE EXPONENTIALS

Bijan G. Mobasseri, Yimin Zhang, Behzad M Dogahe, Moeness G. Amin

Center for Advanced Communications
Villanova University
Villanova, PA 19085

ABSTRACT
In this paper, we propose a known-host-state methodology In this paper, we propose the use of polynomial phase
for designing image watermarks that are particularly exponentials, specifically a chirp function, as the
robust to compression. The proposed approach spreading function. Chirps bring three properties to the
outperforms traditional spread spectrum watermarking table. First, chirp signals allow for tuning and spectral
across all JPEG quality factors. The fundamental approach shaping of the watermark in a way that traditional spread
is based on using 2D chirps as spreading functions, spectrum watermarking using PN sequences are incapable
followed by chirp transform to recover the watermark. The of. Second, as a highly localized signal, chirp/watermark
reason for enhanced performance is the ability to spectrally energy can be spread out in the image and then integrated
shape the chirp to match image content and JPEG at detection. This allows for low power watermark
quantization. The energy localization of chirp is exploited embedding on a local basis. Third, there has been
to embed low power watermark per image blocks while considerable work in time-frequency processing techniques
maintaining reliable detection performance. in the areas of speech, communications, fault structures,

1. INTRODUCTION automation, biomedicine, radar, and sonar. These
techniques provide easily accessible information about the

Digital watermarking is the process of securely embedding signal spectral localization over short time periods and
invisible signatures within a cover media with no spatial segments[6].We apply the chirp transform and
perceptual impact. Developing a new watermarking matched filter processing to both design and detect the
algorithm requires the definition of five components, 1): matchir pracessito for water t Thecover media, 2): watermark, 3): embedding and extraction, proper chirp characteristics suitable for watermarking. The
4): perceptual metric and 5): resilience and security chirp transform applied in this paper does not account for4): ercptul mtri an 5):resliece nd ecuity the fast computations offered by the discrete chirp-Fourier
criteria. Watermarking has been implemented in spectral thastomputations oe b the dsretehpouieras well as spatial domain. Arguably, the best known transform proposed[7]. In a prior work, Stankovic et al[8]
watermarksg technique is spread spectrum (SS). One of used chirps as digital watermarks by adding a single chirp
the earlier references to SS watermarking is due to to the entire image. This algorithm is best suited to
Cox[l]. Hemandez et al[2] have applied the same idea to copyright and ownership verification applications. The
8x8 block DCT transform of images, closely following ability to embed and detect different chirps per image

SJPEG standard Their approach is similar to spatial block, however, allows for data hiding applications where
the JPEG standarkir propo s earl arto al the extracted watermark may be an information-bearing
domain SS watermarking proposed earlier by Hartung and bitstream. Another point of departure from[8] is
Girod[3] which did not resort to masking models. exploitation of known-host-state-methods[9]. This

The concept of spread spectrum can be applied equally in approach was first suggested by Cox as communication
spectral as well as spatial domains. In [4], each watermark problem with side-information[10], which was in turn
bit is spread by a 2D modulation function and added to based on Costa's dirty paper writing[ll]. We have
nonoveralpping sets of image pixels driven by a density incorporated this idea into our work through tuning of the
metric. This is similar to the phase dispersion method chirp. This observation is in contrast to spread spectrum
proposed in [5]. The two approaches in [4,5] use the same watermarking, where spreading function, in the form of a
model to spread watermark bits. While one uses a PN PN sequence, is unrelated to host signal statistics.
sequence, the other designs a carrier with flat spectrum but
pseudorandom phase. SS watermarking is then an attempt 2. RATIOANL FOR A NEW WATERMARK
to find the proper spreading function. We follow the watermarking model in [4]. It is desired to

embed p bits B={bo,b,,. _bp_,j}in image I(x,y). For

This research was supported in part by ONR grant
N00014-04-1-06-30.
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each bit bi we define a 2D modulation function defined This peak can be enhanced by integrating C(nm,n,f3,f)

over set of pixels Si over all image blocks followed by peak searching in (7).
S' Pi(x, Y) if(x, y) E=Si ,,.to,

Si (X'Y) = 10

Pi(x,y): PN sequence

where SifSi S= 0,i j . The watermarked image is now

defined by
w(x,y) =i(x,y) + w(x,y) (2)

where

w(x' y)= -I(-1) Axy~txy (3),

1=0
a(x,y) controls watermark strength. The above model

spreads each watermark bit by a PN sequence and then
additively modifies image pixels over the defined region
of the image. Watermark detection is done through Figure DCTofa ]6x]6 chirp.
classical correlation detector, provided the decoder has
access to the seed of the PN sequence, presumably
communicated via a secret key exchange protocol. The
proposed model, although effective, is suboptimal in the
sense that no host-state-statistic is taken into account. In M-M

this work, we propose a class of watermarks that are host- C(m,n,fi,f) = I JIw(m,n,x,y)U*(x,y,If,f)
aware. Robustness to compression is frequently a basic x=0 y=0
requirement in watermarking. In order to achieve such M-IM-I

robustness, we suggest that watermark be spectrally = , l(m,n,x,y)U*(x,y,f3,f) (6)
shaped to escape JPEG. Since the high frequency x=O y=0
suppression characteristics of JPEG standard is well M-IM-I
known, it should be possible to design the watermark to + I IkRe[d(mn)W(xy)]U*(x'Y',pf)
remain relatively unaffected by compression. x=O y=O

3. WATERMARK EMBEDDING AND DETECTION with

Partition an NxN image into M square blocks. A complex jrf(x2+y2)+j2af(x+y)

2D chirp is defined as follows, U(x,y,fi,f) = e

W(x,y) = ejpr(p'x +P"Y -)+j2,r(f2x+fY){(xy) E OM - 1} (4)

where fixand Py are chirp rates, fxandfyare initial spatial C(fl,f) = I •JC(m,n,P,f)1 (7)
m n

frequencies. For the rest of this paper, we use a single pair
{to, f}. Spectral shaping can now take place by adjusting Eq(7) provides the ability to distribute watermark power

the pair{13f} as shown in Figure 1. Following over the entire image then integrate. This power
distribution makes watermark detection more difficult by

watermarking model in (3), the image block located at unauthorized users since each block alone will not carry
pixels (m,n) is watermarked as follows, sufficient power for reliable detection. Note that C(fjf)
I,(m~n~xv =1(m~nx + kRed(m~n)W(x (5) for an unmarked image will peak at {I ,f} s5O. To

prevent others from performing identical peak detection

where [I stands for the integer part, d(m,n) is the and recover the same information, the following procedure
is implemented. Instead of embedding the same chirp inwatermark bit drawn from B and k controls the PSNR in every block, we draw from a family of {19,f}I and embed

watermarked image. Watermark detection is based on 2D ever block, w ri of iation}iand hemchirp transform defined in (6). To recover B, the decoder different pairs in different blocks. This association is then
require kransfowldefinedg of (, the s cofher communicated to the decoder via secure key exchange.

rqi pairP, of t Unless this key is known and image blocks are de-chirped
embedded chirp. This pair can be obtained in the chirp with correct {f1,f}, the attacker will not observe a peak in
transform domain by seeking the peak of C(m,n,f",f). (7). The embedded bit can now be recovered from the sign

of C(m,n,flo,fo) as follows,
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mn-[IRe{C(m,n,130,f0 )} <0 ( F dtif) + (13)sWJ)Re{C(mn,'fl°'f)} 8 Q 1Q Q

The bit error rate (BER) is controlled by the relative where [] designates rounding to the nearest integer.
strength of projection of the chirp on the image vs. the Division in (13) is a term-by-term division of two 8x8
chirp itself. Let matrices. Dequantized image block is given by,

Decoder output is given by, Q* +Q Qc-• k(14)

< Iw ,Wflf >=< I,Uplf > +kdEl~f

where (10) Ibis then used in (6). The way the watermark is
Epf =< W~f,Wpf > eliminated by compression is through quantization. Since

quantization is a nonlinear operation and it is the sum of
image and watermark components that is quantized, DCT

Correct detection is guaranteed if 1< I,Uf >1 < Epf values of the chirp alone, without considering the content

Probabilities of error are given by (11). It is noteworthy to of the image, does not determine watermark survival.

point out that not every block needs to be watermarked. Watermark can be considered removed if DCT coefficients

For example, a block that is slated to carry +1 and are quantized to the same value, with or without the

satisfies < I,Uflf >> kE» f is left alone since the decoder watermark. Since both image and watermark are available

will decide in favor of +1 anyway. to the encoder, it is possible to ensure watermark survival
by choosing appropriate {fl,f} pairs. A finer point here is

P(els =-) = P< I,UfU > > kEof) that watermark survival is not absolute; there are different
(11) degrees of watermark content in I*. The reason is that

P(els = +1) = + lUpUf > < -kEof there are actually 64 terms in (13). Theoretically, even if
4. JPEG COMPRESSION AND SPECTRAL one frequency out of 64 retains the watermark, watermark

O PRSIONG has survived but may not be reliably detected, resulting in
SHAPING large BER.

Below, we show the flexibility of using chirp over We can quantify degree of watermark survival by the
traditional SS watermarking in compressive following measure,
environments. SS watermarking offers substantial
robustness to compression [12]. This robustness is M- IM-1 ,(

achieved through the available processing gain. Increasing e=M /0 (i'j) -l(iJ) (15)

processing gain in spread spectrum watermarking comes at = O

the cost of reduced embedding rate. The reduction in *(i,) is unmarked compressed image block. If this
embedding rate is due to the fact that higher processing
gains can only be achieved through using larger image difference is zero, then it is concluded that the watermark
blocks. In chirp-based watermarking, on the other hand, is entirely removed by compression. For a fixed PSNR
robustness to compression is achieved in an entirely and compression ratio, e is a function of{/3,f}. Chirp
different manner. To prevent JPEG from removing the design amounts to selecting the pair that results in large e.
watermark, it is possible to spectrally shape the chirp to 5. EXPERIMENTS
make it survive compression. This shaping can be Our test image is lena in grayscale. The 512x512 image is
achieved by varying {fl,f} and monitoring BER. hI divided into 16x16 blocks for a total 1024 blocks. The

contrast, the PN sequence in SS watermarking has no embedding capacity for this image is then 1024 bits. In
such tuning capability and will retain a white spectrum order to tune the chirp to the image and a range of JPEG
regardless. quality factors, we compute BER contours at the encoder.
The key issue is the chirp selection which survives Figure 2 shows BER contours for various {I3,f}. The
specific compression factor. Rewrite (5) as follows horizontal and vertical axis are {Pl,f} respectively.

t, = I + kdWfif,d E {+1,-1} (12)

Define JPEG quantization matrix by
Q = [qij],{i,J = 1 Q....8}. Quantized DCT coefficients of

watermarked image block is given by,
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S. . .. . . .Table 1- Chirp spreading function outperforms spreadspectrum across JPEG quality factors.

Bit Error- no ecomrNurSSini1 75V' Q -505/,

chirp 14 14 21

r n-sequence 1 112 166

6. CONCLUSIONS
We have proposed using 2D chirp functions for image
watermarking. The flexibility provided by the chirp
allows for tuning of the watermark in ways that has not
been previously available. Performance advantages over
spread spectrum technique has been demonstrated.
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ABSTRACT

In this paper, we propose two-dimensional (2-D) frequency modulated (FM) signals for digital watermarking.
The hidden information is embedded into an image using the binary phase information of a 2-D FM prototype.
The original image is properly partitioned into several blocks. In each block, a 2-D FM watermark waveform
is used and the watermark information is embedded using the binary phase. The parameters of the FM
watermark are selected in order to achieve low bit error rate (BER) detection of the watermark. Detailed study
of performance analysis and parameter optimizations is performed for 2-D chirp signals as an example of 2-D
FM waveforms. Experimental results compare the proposed methods and support their effectiveness.

1. INTRODUCTION
Digital watermarking is the process of securely embedding invisible signatures within a cover media with no
perceptual impact. Depending on the application, this process is also referred to as data hiding or steganography.
Data hiding, if used as a means for covert communications, may require a heavier embedding capacity than
digital watermarking. The cover media is of primary interest in watermarking whereas in data hiding the cover
media is only useful to the extent that it provides a container for hidden communications. Developing any
new watermarking algorithm requires the definition of five components, i.e., 1) cover media, 2) watermark, 3)
embedding and extraction, 4) perceptual metric, and 5) resilience and security criteria.

Watermarking has been performed in spectral as well as spatial domain. Arguably, the best known water-
marking technique is spread spectrum (SS). SS watermarking has been used in several different contexts. One
of the earliest references to SS watermarking is due to Cox.' The watermark is drawn from a Gaussian source
and additively modifies the full frame discrete Fourier transform (DFT) transform coefficients of the image.
Watermarked portions of the DFT consist of the perceptually significant transform coefficients. Hernandez et.
al2 have applied the same idea to 8 x 8 block discrete cosine transform (DCT) transform of images, closely
following the JPEG standard. First, the watermark is mapped to a one-dimensional (l-D) binary vector. Then,
a 2-D binary mask is generated by an expansion process by repeating each bit of the 1-D vector in different
subsets of DCT coefficients. The strength of watermark is driven by a perceptual mask. This approach is similar
to spatial domain SS watermarking proposed earlier by Hartung and Girod3 which did not resort to masking
models.

The concept of SS can be applied equally in spectral as well as spatial domains. Case in point is the
watermarking model proposed by Kutter and Winkler.4  The watermark consists of a binary array. Each bit
of the array is spread by a 2-D modulation function and added to nonoverlapping sets of image pixels driven
by a density metric. This is similar to Honsinger and Rabbani's phase dispersion method.5 Both Kutter and
Honsinger use the same model to spread watermark bits. The former uses a pseudo-random (PN) sequence for
the job whereas the latter designs a carrier with flat spectrum but PN phase. The amplitude of the carrier
is driven by a perceptual masking profile. SS watermarking model, therefore, is an exercise in selecting the
optimum spreading function for a given task.

PN spreading sequences are among the earliest spreading functions used in digital watermarking. Although
PN sequences provide respectable robustness against malicious attacks through the processing gain, they provide
little in terms of spectral shaping. The ability to spectrally shape the watermark allows us to design the
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spreading function with as little overlap as possible with image data. As importantly, spectral shaping allows
for circumventing compression in general and JPEG in particular. Since JPEG compression profile is already
known, it is possible to shape the watermark in order to avoid frequency-selective JPEG compression.

In this work we propose a 2-D wideband signal as our choice for spreading function and implement a block-
based digital watermarking algorithm. We then evaluate the performance of this function for a special case of 2-D
chirp signals. In a prior work, Stankovic et a16 used chirps as digital watermarks too. They added a chirp to the
entire frame then used energy-concentrating property of Radon-Wigner transform to establish the presence of the
watermark by peak-searching. This algorithm is best suited to copyright and ownership verification applications
where a binary decision is sufficient to establish the presence or absence of the watermark. The ability to embed
and detect different chirps per image block, however, allows for data hiding applications where the extracted
watermark may be an information-bearing bitstream. Another point of departure from 6 is exploitation of
known-host-state-methods. 7 This approach was first suggested by Cox as communication problem with side-
information8 which was in turn based on Costa's dirty paper writing.9 We have incorporated this idea into our
work and show that it is possible to achieve zero BER by exploiting knowledge of host signal at the encoder.
This observation is in contrast to SS watermarking and others where watermark structure is unrelated to host
signal statistics.

2. WATERMARK EMBEDDING

Consider a problem that a digital watermark containing N-bit information is to be embedded in a gray-scale
image. The image is partitioned into non-overlapping blocks whose sizes depend on the picture size and the
amount information to hide. If Np is the number of bits that a block can host, then FN/N.1 blocks are needed,
where [x] denotes the minimum integer equal to or larger than x. In addition, when JPEG image compression
is considered, it is preferred that the size of each block be 8 x 8 or its multiples.

As an example, we consider in this paper a 32 x 32 binary seal, which is the name of the authors' affiliation,
to be embedded into the 512 x 512 gray-scale Lena picture (Fig. 1). If the watermark is embedded through
binary phase modulations, each block hosts one bit of information. Therefore, we can partition the image into
32 x 32 = 1024 blocks, with each block consisting of 16 X 16 = 256 pixels.

VILLA
NOVA
UNIV.

(a) Gray-scale Lena image (512 x 512). (b) Binary seal (32 x 32).

Figure 1. Original image and binary seal.

In each block (m, n), m, n = 0, ... , 31, the watermarked, image G(x, y) is expressed as

G(m,n,x,y) = I(mn,n,x,y) + Q{kRe[s(m,n)W(x,y, eo)]} (1)

where I(m, n, x, y) is the original image at block (re, n), extending over the spatial axes, x and y, where
x, y = 0, .-- ,15. In (1), W(x, y, Eo) represents the employed complex 2-D FM waveform basis with 6 0

representing a set of parameters that defines the 2-D FM waveform basis, and s(m, n) is the information to be
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mapped into the 2-D waveform basis in block (m, n). When binary phase data modulation is used, s(m, n) takes
value of either +1 or -1, corresponding to either 0 (black) or 1 (white) of the seal pixels. The parameter k is
introduced to control the image-to-watermark ratio, which is usually referred to as the peak signal-to-noise ratio
(PSNR). Moreover, Re[-] denotes the real-part operator, emphasizing the fact that while the original 2-D FM
basis waveform is complex, the hidden information in the image is real. Q[x] = [x + 0.5] denotes quantization
operation, where [.J stands for rounding down to the nearest integer.

3. WATERMARK DETECTION AND RECOVERY

3.1. Watermark Detection and Parameter Estimation

We consider blind decoding of the watermarked image, that is, the unmarked image is not used in the detection.
When the parameters 0 0 that define the 2-D FM basis waveform are not available at the detector, they must
be estimated before detection can be made. On the other hand, when the waveform parameters are known at
the detector, this step can be skipped.

The detector first estimates 0 0 by maximizing the following criterion,

6o = arg max• C(m, n, e)I, (2)

where

T--IT-1
CQm,n, 1) = : E G (m, n, x,y) W*(x,y, 6)

a=o y=0
T-1 T-1 T-1 T-1 (3)

= Z (m,n,x,y)W*(x,y,e)+ ±eI3QfkRe[s(mn)W(xyOo)]}W*(x,y,e)
x=O y=O x=O y=O

= Cr(m,n,e) + Cw(m,n,O)

In (3),
T-1T-1

CI(m,n, 6) = ) 7 I(m, n, x, y)W*(x, y, 6)
x=O y=O

is the output of the matched filter corresponding to the original image, whereas

T-1 T-1

Cw(m, n, 0) = E E Q{kRe[s(m, n)W(x, y, O0)]}W*(x, y, 6)
x=O y=O

is the output corresponding to the watermark.

It is noted that, unlike the conventional communications where the data is often zero-mean, the image in
its original format is all non-negative. To avoid any potential bias in the detection, therefore, it is important to
remove the DC component from the image before he watermark detection, and it is desirable that the waveform
basis is designed to be zero-mean.

Because of the different signatures between the image and the watermark waveform basis when they are
projected into the E domain, the waveform basis achieves much higher gain through the matched filtering at
the detection. When the watermark has enough energy such that ICw(m, n, E(o)I > IC1 (m, n, 0 0 )1, the waveform
parameters 00 may be detected by locating the peak of C(m, n, 0).

In practical watermarking applications, however, the low probability of detection is important. For this
purpose, the embedded information usually does not have enough strength such that the waveform parameters
can be estimated in each partitioned block. When the hidden information is embedded such that

ICw(eo)l >» lCI(eo), (4)
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Figure 2. Quantized 2-D chirp waveform.

in the vicinity of the watermark, away from the region where the image energy is concentrated, then the existence
of watermark can be detected and reliable estimation of O0 can be made by maximizing the following criterion,

19= argmaxC(O), (5)

where
O(e) = Z C(m, n, e)l, (6)

m n

and CI(O) and Cw(0) are defined similarly.

3.2. Watermark Recovery

When the watermark is detected and waveform parameters 0 0 are known or reliably estimated, the watermark
information at block (m, n) can be recovered from the phase information of the matched filter output, i.e.,
C(m, n, 00). In particular, when the binary phase modulation is used, the embedded information is estimated
as

9(m,n) 1, if Re[C(m,n, Oo)] 0 (7)0, 0, if Re[C(m, n, 1o)] < 0.

4. WATERMARK WAVEFORM DESIGN

4.1. 2-D Chirp Waveform

In this section, we consider the design of watermark waveforms. A 2-D chirp signal is used as a simple example

of 2-D FM basis waveform. The 2-D chirp waveform basis, W(x, y,,3,,, fy, f,,fv), in the complex format, is
expressed as6, 1o

W(x, y, fly, fý, fy) = e (8)

where 6x and fly are the chirp rates at the x and y axes, and fx and fy are the respective initial frequencies of
the chirp signal. These four variables form the waveform parameters, i.e., Eo = (f3,3, fx, fy). For notational
simplicity and without loss of generality, we consider symmetric cases and denote 0, = f31 = /o, and fx = fy =

fo, and E)o simplifies to 9 0 = (flo, fo). Accordingly, the 2-D chirp basis function becomes

W(x,y) e 'jr13o(x2-y 2 )'j2ifo(r÷y) (9)

The variables x and y take values from [0, ... , T - 11, for T x T blocks, and in this specific example, T = 15.
Therefore, the instantaneous frequency in (9) ranges from fo to flo(T - 1) + fo.

The spectrum of the 2-D chirp waveform is important in the performance of the detection and robustness. In
designing the FM waveform, the initial frequency and chirp rate are selected such that, at the specific (fl0, fo),
the projection of the image spectrum is relatively low and the chirp is robust against image compression. For
this sake, the high-frequency band is first excluded from consideration and then the parameters are optimized
by choosing those where the image spectrum is low.
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Figure 3. Chirp transform spectra of a picture block C (fl, f) (left) and the 2-D chirp FM waveform Cw(f3, f) (right).

Figure 2 illustrates the quantized waveform of a 2-D chirp. The chirp transform spectrum of the first (upper-
left corner) block of the original Lena image as well as that of the 2-D chirp waveform are shown in Fig. 3,
where the PSNR is 40 dB. It is clear that the image has a wide spectrum with its peak power located at low
frequencies and low chirp rates. On the other hand, the chirp spectrum is usually designed to be away from the
region where the image spectrum is concentrated.

4.2. Chirp Parameter Selection

For the binary phase modulation, the probability of erroneous detection, i.e., embedding information s and
deciding in favor of r 74 s, is given be

P= P(r 0 s) = P(s = -1)P(r = +l1s -1) + P(s = +1)P(r = -1s -+1). (10)

The probability is evaluated for all blocks. The chirp parameter selection, in essence, is to find (o30, fo) such that,
given an embedding power, the above error probability, i.e., the total error bits divided by the total information
bits, can be minimized. It is noted that, although we used the term probability here for convenience, the image
information over different blocks is determinant and is known at the embedder. This is in fact the known-host
state method that we exploit below.

Therefore, the optimum values of (t3 o, f0) can be selected by searching (3, f) such that the above error
probability is minimized. However, an insight look of the decision process can deepen our understanding as
well as help us in determining the waveform parameters. In the next, we consider the adaptive chirp power
allocation.

4.3. Adaptive Chirp Power Allocation

The known-host state method allows us to embed the watermark in such a way as to push the decision metric
into correct decision region. To ensure correct detection at all blocks, the following condition should be satisfied,

Cw (,n, 3 o, fo)> - C,(m, n,/3o,fo), if s(m,n)0. (11)

The matched filter output of the embedded waveform at block (m, n), Cw(m, n, 30, fo), takes the form of

Cw(m, n, fio, fo) = s(m, n)gH(Oo, fo, k), (12)

where H(o30 , fo, k) = ICw(m, n, f3o, fo)I is the magnitude. We emphasize that H is a function of k as k constitutes
an important part of the chirp waveform design.

Substituting (12) to (11) yields,

s(m, n)H (/0 , fo, k) - CI(m, n, io, fo), if s(m, n) >0. (13)
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or, equivalently,
H(f3o, fo, k) > -s(m, n)Ci(m, n, 03o, fo). (14)

Because both s(m, n) and CI(m, n, 0o, fo) are known to the embedder, we can choose different values of k
at different blocks. That is, at each block (m, n), k(m, n) is chosen to be minimal to maintain error free
detection. In particular, when s(m, n) and Cj(m, n, /3o, fo) have the same sign, requirement (14) is always
satisfied irrespective of the value of k. Therefore, k = 0 can be chosen. For this value of k no chirp is actually
added to the image block.

It is noted that, however, if the watermark has to be detected blindly, the total watermark energy has to be
maintained such that the detection and parameter estimation can be carried out successfully.

4.4. Watermark Encryption Using Random Parameters

Encryption of watermark information is essential to protect it from possible interception, alteration, or removal.
We use a set of random, rather than constant, (0o, fo) parameters, over the different blocks. The random
(Po, fo) parameters are uniformly chosen among a predesigned region which provides low BER. Therefore, the
generation formulation of the random numbers as well as the initial state act as the key. For a given generation
formulation, the initial values can be optimized for BER reduction.

The use of random (j3o, fo) parameters has two advantages. First, it reduces the energy at any (03o, fo) and,
therefore, reduces the detectability of the watermark by unauthorized users. Second, even when the existence
of watermark is detected, the watermark information can not be detected and is difficult to remove and alter.

5. CHIRP PARAMETERS OPTIMIZATION FOR JPEG COMPRESSED IMAGES

A common signal processing operation on most images is compression based on JPEG. The question to be
answered here is the extent to which BER is affected by varying levels of compression, and more importantly,
the choice of {13o, fo} to make the watermark robust to compression. Rewrite (1) for the underlying chirp signal
case as

G(m, n, x, y) = I(m, n, x, y) + Q{kRe[s(m, n)W(x, y, P3o,fo)]}. (15)

Baseline JPEG consists of 4 sequential steps: (a) block DCT; (b) quantization; (c) zigzag scan; and (d) entropy
coding. The goal here is to spectrally shape the chirp to make it most robust to JPEG for a given quality factor
Q (Note that, while the same notation is used, the quality factor Q differs to the JPEG quantization matrix Q
defined earlier).

Fig. 4 shows how chirp energy distribution can be changed to counter JPEG quantization matrix. When

,30 = 0, the watermark is sinusoidal, and the energy is localized in the DCT domain. On the other hand,
when/3 = 0.033 which is relatively large, the energy is distributed in the DCT domain, particularly in the high
frequency regions.

These figures illustrate how chirp's spectrum is modified by different choices of {03o, fo}. The distribution
of DCT coefficients should be closely matched to the quantization matrix to produce the lowest BER. Since
quantization matrix tends to compress higher frequency bands more aggressively, compression affects chirps with
higher frequency contents more. The advantage of using a chirp versus sinusoid is clearly demonstrated here.
Sinusoid's energy is concentrated at specific frequency bands and can be easily removed by selective filtering

or compression. In addition, there are virtually no degrees of freedom to spread the spectrum and optimize
detection for varying JPEG Q factors.

The question of chirp survival after JPEG cannot be discerned solely by observing chirp DCT since the
quantizer operates on the DCT of the image plus chirp and not the DCT coefficients individually. Denote
G(m', n') as the (m', n')th block of the watermark where each block is of size 8 x 8 to match the JPEG
compression standard, and let g(rm', n') = dct[G(m', n')]. We also define I(m', n') = dct[I(m, n')] and
W(m'', ', Po, fo) - dct[W(m'', ', Plo, fo)] in a similar way, where W(m'', ', P%, fo) is the watermark defined
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Figure 4. Block DCT of a chirp for different 1r3o,fo}I.

at the (m',n')th block with chirp parameters (0o, f0). Then, at the (m', n')th block, the quantized DCT
coefficients are given by

Q(9(mn)) (1(m', n') + -k(m', n', Oo, fo)Q (16)

where Q = [qij] is JPEG quantization matrix, i,j = 0,..., 7. Note that division in (16) is an element-by-element
matrix division. The decoder then performs an inverse quantization on (16) followed by inverse DCT to obtain

(mi', n'),

0(m,n) =dct- Q. Q (m n')+ n', fo))] (17)

It is clear that the watermark will be eliminated unless the chirp has enough strength to survive compression
and decompression cycle.

6. SIMULATION RESULTS

6.1. Chirp Parameter Selection

We first consider the application of a single-component 2-D chirp watermark. To understand the effect of
different chirp parameters to the watermark detection performance, the BER performance is shown in Fig. 5
versus the chirp rate /0o, where the initial frequency is fixed to fo = 0.2333. It is clear that, when JPEG
compression is hot applied, a high value of 00 tends to provide low BER performance, because the picture does
not have much power at the high-frequency band. With moderate JPEG compression, however, there exists an
optimum range of /0, because the high-frequency band will be suppressed in the process of image compression.

The next example shows the sensitivity of ICI(m, n, 00, fo)I, i.e., the magnitude of the matched filter output of
the original image, to the values of (f0, fo). Two different sets of chirp parameters, that is, (030, fo) = (0.008,0.08)
and (fio, fo) = (0.011,0.11), are considered and compared. Fig. 6 shows their histogram over the 1024 blocks,
whereas the corresponding cumulative distribution plots are shown in Fig. 7. The energy of the matched filter
output of the watermark, corresponding to PSNR = 35, 40, and 45dB, are depicted in the figures. For the
watermark chirp (0.008, 0.08), there are 25, 81, and 175 image blocks with a projection magnitude value more
than the energy of the watermark at PSNR = 35, 40, and 45dB, respectively, whereas using the other watermark
chirp, there are 8, 30, and 76 blocks having projection magnitude value more than the watermark's energy at
the corresponding PSNR. Clearly, at the specific value of PSNR, (13o,fo) = (0.011,0.11) is preferable in this
case, since the chance is lower for the image to influence the detection of the sign of s.

17 of 180



0 '7

0.4

0 0.01 0.02 0.03 0.04 0.05

Figure 5. BER versus chirp rate (PSNR 35dB).

(a) f0o - 0.008, fo = 0.08. (b) j3o 0.011, fo 0. 11

Figure '6. Histogram of the matched filter output of the original image

--

(a)/fo = 0.008, fo = 0.08. (b)/3o = 0.011, fo 0.11.

Figure 7. Cumulative histogram of the matched filter output of the original image

6.2. Adaptive Watermark Power Allocation

It is evident from the previous example that, the required watermark level to assure correction detection is
different for different blocks. To find the minimum watermark energy for each block, we plot in Fig. 8(a) the
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matched filter output of the original image in a sequential order. The dashed lines show the levels corresponding
to the watermark at PSNR=40dB. At those blocks where the magnitude of the image contribution exceeds the
watermark output, there is a possibility that the watermark information bit is wrongly decided. However,
whether it occurs or not depends on the sign of the embedded information.

To incorporate the watermark information, therefore, we plot in Fig. 8(b) the result of -s(m, n)C1 (m, n, /3o, fo).
A watermark decision error will occur in each of the blocks where this value is higher than the watermark out-
put magnitude. In other words, we can choose the watermark energy at each block such that it merely exceeds
-s(m, n)C 1 (m, n, /6o, fo). As such, the watermark energy is minimized whereas low error-rate watermark em-
bedding is assured. The PSNR required to achieve BER 0 is 51dB.

(a) Ci(m, n, /3o, fo) (b) -s(m, n)CI(m, n, O3o, fo)

Figure 8. Matched filter output of the original image. Dashed line corresponds to watermark output at (PSNR = 40
dB)

6.3. Watermark Detection Capability

Detection capability is another important issue which should be considered in the watermarking. For blind
watermark detection, the watermark should have enough strength so that its existence and chirp parameters
can be estimated. Fig. 9 shows the sum of chirp transform spectra of all blocks, 1C(0)1, for both cases of
with and without watermark, where PSNR = 40 dB, and the watermark chirp parameters are 130 = 0.011 and
fo = 0.11. It is clear from this figure that the watermark can be detected and its parameters can be estimated.

It is mentioned that, when adaptive watermark power allocation technique, implemented in the previous
subsection, is applied, the watermark cannot be detected. Therefore, adaptive watermark power allocation
should be used for non-blind watermark processing or increased watermark energy should be used at those
blocks of low watermark energy.

6.4. Effect of DC Components

The previous simulation results have assumed that the DC components of the watermarked image and the
watermark waveform are removed, as we discussed in Section 3. The next example shows that, if such DC
component removal is not properly performed, there may be a significant bias which, in turn, will affect the
watermark detection.

Figure 10(a) shows the histograms of C(m, n, 00, fo), the matched filter output of the watermarked image.
The chirp parameters are (0io, fo) = (0.009,0.09) and the PSNR is 40dB. The histograms corresponding to
watermark information +1 and -1 are overlapped in this plot. It is obvious that the high bias observed in this
figure will make the watermark decision very difficult. When the DC components are removed, however, as
shown in Fig. 10(b), no bias is observed.
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(a) (b)

Figure 9. (a) Sum of chirp transform spectra of all blocks of Lena picture and (b) watermarked Lena picture.

(a) DC components not removed. (b) DC components removed.

Figure 10. Histograms of C(m, n, 3o, fo) with s(m, n) - +1 and -1 embedded (/o = 0.009, fo = 0.09)

6.5. Watermark Encryption Using Random Parameters

Fig. 11(a) shows the bit error plot for detecting an embedded watermark in Lena image, where PSNR = 40dB
and the JPEG quality factor is Q = 50%. The 30, fo) parameters are uniformly distributed over the region
between the two zigzag patterns. Fig. 11(b) shows the sum of chirp transform spectra of all blocks of the
watermarked Lena image. Comparing this figure with Fig. 9(b), the advantage of using the encryption is clear.
There is no detectable trace of watermark in this figure because the watermark energy is distributed over a
number of different ()30, fo) combinations. Table 1 compares the numbers of bit errors for chirps with fixed
(f3o = 0.011, fo = 0.11) and encrypted parameters. The BER for the encrypted watermark is slightly worse
than that of the fixed watermark parameter case because of the use of diversified (/0, fo) parameters.

Table 1. Bit error comparison
Bit Error no compression Q = 75% Q = 50%

chirp with fixed parameters 14 19 39
chirp with encrypted parameters 20 25 49

6.6. JPEG Compressed Imagery

Fig. 12 shows contours of the BERs for the Lena image, where the numbers denote the number of erroneously
decided bits out of the 1024 total watermarked bits. For comparison, we also show the same results for the
Elaine picture in Fig. 13.
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Figure 11. (a) (rio, fo) pairs that have been used in embedding (b) Sum of chirp transform spectra of all blocks of
watermarked Lena picture using encryption.

It is observed from these figures that, for higher compression factors, the low BERs appear in lower (,3o, fo)
regions. This behavior is consistent with JPEG compression as more high frequency components are suppressed,
along with the watermark. Similar simulations have been carried out for Elaine. Trends are similar but
variations of BER vs. (30, f0) are clearly image-dependent. It is often desired to select (6io, f0) pairs that
survive compression across a range of Q factors. Fig. 12 can be used to identify overlapping portions of (,3, f)
to achieve certain BERs. It is interesting to note that for Elaine, it is possible to select chirps that meet BER
< 0.01 across all Q > 50%. The same cannot be said for Lena.

An inspection of BER contours reveals another important property of the chirp. As shown in Fig. 13(a), to
achieve BE~s below 0.01 using sinusoids allows the use of only a limited number of frequencies below f0 = 0.143.
Using a chirp instead greatly expands the possible (30o, f0) pairs that achieve the required BER. The expanded
choice is important in tuning the watermark in order to counter compression effects. For example, in Lena
image there are no sinusoids that achieve BER < 0.01 for Q = 75%, whereas there are plenty of chirps that
would achieve this specified BER.

7. CONCLUSIONS

In this paper, a novel method has been proposed for digital watermark embedding and detection. The water-
marking is based on 2-D FM waveforms which can be designed for flexible spectrum allocation, so that the

parameters can be optimized to distinguish itself from the original image for improved watermark detectability,
and to avoid high frequencies so that the robustness against compression attacks can be maaintlowed. In par-
ticular, we used 2-D chirp signals as examples for extensive investigation. The adaptive chirp power allocation
technique improves the performance as well as thae beencwatermarked image. The advantage
of watermark encryption using random chirp parameters have also demonstrated.
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1. Introduction

The Chirp watermarking algorithm is notable for its ability to avoid the effects of JPEG

compression [1]. However, it is still vulnerable to geometric attacks such as rotation, scaling and

translation (RST). RST is quite common and found in most digital image software packages.

These three image-processing tools are discussed because of their negative effects on the chirp's

detection. Because the watermark is implemented in the spatial domain, it is directly susceptible

to these attacks.

Rotation and Translation were implemented to the chirp's detection algorithm using MATLAB.

Scaling was not examined further because previous research showed the chirp was reasonably

resilient to scaling [1]. The experiment was carried out using a smaller viewing portion of the

image. This "Viewing Window" was synchronized in multiples of the block size to eliminate

extra variants in the tests. An example of the viewing window can be seen in the figure below.

Figure 1: View Window

The results of these tests illustrated the chirp's inability to withstand both rotation and translation.

Even though the effects of translation were destructive to the detector, in comparison, rotation's

effect on the detector was worse. Therefore the remainder of this paper will focus on eliminating

rotation's influence on the chirp. Figure 2 displays the bit error rate (BER) curve for rotation.
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Figure 2: Rotation BER plots

The effects of rotation are troublesome with a 43% BER for only one degree of rotation. This is

especially worrisome since detection is unpredictable when the BER is 50%. Statistically the

results are poor, and the visual results of the effects of rotation are not even noticeable. The

effects of rotation are displayed in the figures below.

Original Fltldby t degroees)

BFI-- 5.215 B(F0. 45-939

Figure 3: Visually Effects of Rotation

The distinctions between the two images are subtle even though one has been rotated. Even more

troublesome, is the 47 percent increase in BER for only one degree of rotation, The vulnerability

of this watermark against rotation is quite evident.

Rotations involved in this project will only range from 0-1 5 degrees, because large rotations are

visually noticeable and can be corrected in most images. The following will discuss the use of an
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rotation-invariant domain and a circular watermark to add rotational resilience to the chirp-

watermarking scheme.

2. Fourier-Mellin Transform

Rotation's effect at the chirp watermark detector is destructive, but algorithms using rotation-

invariant domains can address them. The invariant-domain method used in this paper is the

Fourier-Mellin Transform (FMT) [6]. This transform is known for it's ability to be invariant to

RST, and its ability to damage image quality with interpolation [7]. The FMT can be broken

down into two complex problems: the Log-Polar Mapping (LPM) and the complex modulus of

the Discrete-Fourier Transform (DFT).

2.1. LPM

LPM is a process where a linear Cartesian coordinate system is converted into a logarithmic polar

coordinate system. The variable, 'n', is equivalent to length pixels on the on side of the image.

For example, a 512x512 image would have a 'n' value of 512. "N" then helps determine the

center points (Xc,,ter, Yce,,ter), the logarithmic scale (p), and angular scale (0). The x1p and yip are

the mapping positions that the Cartesian coordinates (x,y) are interpolated too. This process is

described in the equations below [6][8].

d = (n - 1)/2, even number of pixels

Xcenter = cener = (n + 1) / 2

p=1{0... logl0 (d)}

0=1{0... 2.r}

xt = ep- cos(O)

YIp = ep sin(0)

Equation 1: LPM Procedure

LPM is used in the FMT because it turns scaling and more importantly rotation into translation.

Therefore a clockwise (cw) rotation will be a shift right, and a counter-clockwise (ccw) rotation

will be a shift left. The shift in the LPM after rotation can be seen in figure 4.
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Figure 4: LPM Representations of Lena

The figures also show the image distortions mentioned earlier by the nonlinear operations of the

LPM. This translation produced by the LPM allows the image and the chirp to become

rotationally invariant with the Discrete Fourier Transform.

2.2. Discrete-Fourier Transform

The Discrete Fourier Transform (DFT) and its properties are one of the most widely known

mathematical principals in signal processing. One of the properties of the DFT is the delay

property. In this property a delay in time or a shift in space is converted into a shift in phase. Both

the DFT and the delay property can be seen in the equations below.

IN-1 .k 2-

x[n]= IX(k)-e N-, DFT
N k=o

x[n - k] =X(w) e-j"k, Delay property

Equation 2: DFT and Delay Property

Applying this equation with the complex modulus or absolute value removes the phase from the

equation; making the image invariant to translation in the LPM. The original image data is

therefore invariant to rotation and scaling, because translation in the Log-Polar domain is

equivalent to scaling and rotation.

x[n - k] = X(w)'e- eivk ==>I X(w). =IX(w)I

Equation 3: Complex Modulus of the DFT

Previous algorithms used the original unmarked image to successfully detect a signal after RST

using the FMT [6][8][9]. Even though it was effective, it is not possible to maintain this same
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algorithm for the chirp, because it is a blind watermarking scheme that is embedded spatially and

the reverse LPM's distortion are too severe. An example of this is seen in the figure below.

Figure 5: Reverse LPM

3. Chirp Watermark with FMT

In order to make the block-based chirp watermark rotationally invariant but compression resilient,

a different implementation of the FMT is necessary. Therefore, the embedding process needs to

remain unchanged. Using this knowledge about the chirp watermark's embedding process, some

variations were applied to a previous flowchart to implement the FMT [9]. The outcome of these

variations produced the flow chart in the figure below.

Embeding

walera~ compGress compJ

Detecting

lwFST, IndWdJa! P F n
comp 8sodls

Repeat Each Block Corlao etco

chP. LPM FT message
Single 84ock

Figure 6: Embedding/Detection Flowchart
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Following the chart above, the message bits are now ones and zeros instead of positive and

negative ones. This is because the absolute value used in the FMT would remove polarity from

the original message bits.

The detection process unlike its counterpart is extremely different from the original procedure [9].

Each image block at the beginning of the detection process is individually sent through the FMT

and correlated with the FMT output of a recreated chirp block. This knowledge of the embedding

process is also known as communication with side information [3]. While embedding occurs in

the spatial domain, the detector operates in the spectral domain because of the use of the DFT. In

light of this, a spectral correlation from Cox et al [2] is applied. After all of the correlations are

performed, the total correlation's mean is subtracted form the correlation data to set the detectors

threshold to zero. The message bits are then recreated using a threshold decision. All values

greater than or equal to zero are ones, and all other values are zeros.

3.1. Results

The resulting output of this system with a Peak-Signal-to-Noise Ratio (PSNR) at 40dB and

rotations 0-15' was not promising. The best results were from the whole image watermark that

yielded perfect results. The trends for the other blocks continually worsen as the block size

decreased. The pattern is generally consistent except for certain block sizes. The BER vs.

Rotation plots are displayed in the figure below.

Chip wf black space, PSINR= 40dC, fo= 01100, BltO 00060

60

so

40

30

36 of 180



The lack of performance involving the chirp's block-based watermarks can be attributed to

rotational displacement. Rotational displacement involves two points set at different distances

rotating around the origin by the same angle, the one further from the center will move a greater

distance. This can be seen in the figure below where point number 2 moves further than point

number 1.

Rotational Displacement

2

Figure 8: Rotational Displacement Simulation

Blocks farther from the image's origin will move a greater distance and remove or loss its hidden

data after rotation. The detector is unaware of this and will still extract erroneous information

from that original position. Depending on both the image size and block size, certain blocks can

have all of there data removed or lost with only a slight amount of rotation. This is presented in

the figure below as the highlighted block loses all of its original data after being rotated 160

(64x64 block size and 512x512 image).

No Rotation Rolated 160

Figure 9: Block Rotational Displacement
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The comer blocks are the first to lose their original information from rotation. The table below

displays block sizes and the amount of rotation it takes to remove at least one entire blocks data

from its original position for a 512x512 image.

Table 1: Rotation Induced Unrecoverable Data

Block Size Rotation Angle

16x16 4

32x32 8

64x64 16

128x128 37

256x256 90

512x512 Never

After these values have been exceeded in most cases, excluding certain uses of symmetry,

repetitive information, and full rotation, the detector will never recover all of the hidden

information. Therefore to achieve complete message bit recovery for all block sizes in this

scheme, the image cannot be rotated more than 4 degrees.

3.2. Proposed Solutions

There are several possible solutions to this problem, and the first involves creating a whole image

watermark and zeroing out only the watermark coefficients specific to blocks representing zero

bits. Another possible solution would suggest manipulating the chirp's tunable variables to better

align adjacent watermarked blocks and removing any seams that might cause inter-symbol

interference. If the problems of the FMT algorithm are further examined, then it is clear that this

rotationally invariant domain algorithm is flawed. The FMT algorithm attempted to implement

the invariant domain algorithm at the detector. Even though the possible solutions focus on

rotational induced chirp interference, the core of the problem involves rotational displacement.

The effects of rotational displacement not only manipulates each individual blocks data, it also

removes it. This combination of effects is not counteracted by the FMT algorithm at the receiver

for block sizes smaller than the cover image. The algorithm's dependence on the origin of

rotation is the problem. It is necessary that the image's center of rotation and the center of a

rotational invariant chirp block are the same. These are the key guidelines for the circular chirp

algorithm.
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4. Circular Chirp

Using the previous guidelines for compression and in particular rotation, the block-based chirp is

recreated in a circular form. A circular watermark would correct the previous algorithm's errors,

since its geometric shape is conducive to rotation. The circular watermark's center of rotation is

also equivalent to the image. Unlike the block-based watermark that loses its information after

rotation, a circular watermark's data never leaves the image after rotation. This property alone

gives a circular watermark a sizeable advantage over a block-based watermark. In order to

maintain the circular watermark's ability to withstand compression, the chirp equations with its

tunable values are converted to a circular form. This Cartesian to polar coordinate conversion can

be seen in the equation belbw.

W (x,y) = Wagejjrpf(X2 +y2)+j2•f(x+y)

x = pcos(O), y = psin(O)

W (p,0) = W e j~r(2p2)+j2,fp cose()+sin(O

Equation 4: Circular Chirp Conversion

Theoretically the output of this conversion meets the guidelines of the previous algorithms. Using

the two tunable values, the circular chirp will avoid compression, while geometric properties of

the circular design will avoid the effects of rotation. This is showen in the figure below.

tnag P vsPotati o , 52ý,12, PSN0 40dB, f-0 I IM, Ret a0 00

100

$6 0 . . .. .......

.. . .. .. .. .. . .. . .

3 . ... , ....... ....................... ............ ........ ... . . . . ..? . .

2 .. . . . . . ........................ ...... .......... ....... ,.......... !.....

2 4 10 8 14

Figure 10: Circular Chirp and Ideal Performance

The BER graph on the right is generated using an imageless-circular chirp similar to the one on

the left, and placing it through a series of rotations. This graph supports the previous claim that

the circular chirp is rotationally resilient. The circular chirp is also compression resilient and is

proven in the results section where a compressed image is added.

4.1. Variables
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Like the block-based chirp before, the circular chirp has many variables. These variables can be

broken up into two categories: watermark and image variables. The watermark variables consist

of the PSNR, ring width, message, and the tunable-value range. The image variables consist of

the image's pixel values and quantization variable.

These variables all serve particular purposes that ultimately yield a robust and secure watermark

for any gray-scale image. The PSNR controls the watermark strength and is determined by the

equation below.

Wmag = 255 x V2 x 10 (-PSNR/20)

Equation 5: Watermark Strength

The circular chirp's ring width dictates the individual message bit's pixel size, which is similar to

the chirp's block-size. The combined rings can be seen in the previous figure. Also, the message's

binary scheme is a series of positive and negative ones or polar coding. Following the methods in

Mobasseri et al [1], the two-tunable values are used to avoid JPEG compression, but instead they

both use only 26 values. The variable f is sampled at 100 Hz and ranging from 0 to 0.25, while P3
is sampled at 1 KHz over a range from 0 to 0.025. Using all of these variables the circular chirp

generates the BER for every tunable variable that can be represented as a contour plot similar to

the figure below.

Co•prestion vs luno* Wwse! tma Image, PSNJR= 40, 0- 90, ,ig VAdth= 16
025 .
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0.00S 0.01 0.01S 0.02 0025
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Figure 11: Contour Plot for Q= 90

This plot like the block-based chirp's contours determines the optimal tunable values for specific

JPEG quantization values of a cover image.

4.2. Security
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While encryption algorithms are arguably the most popular form of security for electronic

transmissions, they are removed at a point and leaves its data vulnerable. Watermarks on the

other hand, are apart of the image for its existence and can have properties similar to encryption

algorithms [10]. The variables mentioned previously have a significant role inthe circular chirp's

security.

The least secure of the variables is the quantization value of the watermarked image. This can be

determined using specialized programs with the quantization table used during compression.

Otherwise there are 100 different quantization values that need to be checked. The ring width is

more secure than the quantization value and has a total of 240 possibilities. The actual values of

the two tunable values and there discrete range are more secure then the previous two variables.

This is because of the volatility of the discrete range. This can be seen in the figure below where

the sampling rate of the range is pivotal in the creation of contour plots.

Ring Chirp v3 Rotation, Cornerless, 512X512, PSNR= 40dB, Beta= 0.0000, Bits=1 6251 R,

20

15 !I n
Isi

/ }
Li

0.24 0.245 0.25 0.255 0.26 01285 0-27
f

Figure 12: Volatile Tunable Values

If a hacker would sample at a lower rate to decrease the search time, then it is very likely that

they would overlook possible key tunable values. If they did determine the discrete range, then

they would still have to test 676 combinations (26x26) for the current range with an undetermined

amount of optimal values. Finally, the most secure variable is the message itself, which is also

necessary to determine the contour plots and has 2240 combinations for a 512x512 image

(dependent on image size). The total combinations can be determined from the equation below.

C = TotalRW x TotalQ x Totalf x Totalf x 2 TotaIRw

Equation 6: Total Variable Combinations
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For example, an attacker with knowledge of all variables but the exact tunable values, and the

message would yield 2.87x10 7 7 combinations. This situation is a worst-case scenario, since the

ring width and the tunable values are exchanged via a secret key exchange.

4.3. Embedding

Under the guidelines of the proposed solutions, the circular chirp must be embedded before it is

transmitted to insure its resilience to both compression and rotation. The flow chart for

embedding the circular chirp is displayed below.

I 1W

+

Polar Wm (row,theta) caresian WM (xy)

Figure 13: Embedding Flow Chart

The circular chirp is first generated in the polar domain with its watermark variables. The polar

mapped circular chirp is then converted to a Cartesian coordinate system. The watermark is then

spatial added to the image.

W(p,O) Interpolation 9 W(x,y) + I(x,y) =l(x,y)

Equation 7: Embedding Process

Interpolation is necessary in this process because of the image's polar coordinates do not sample

directly into the Cartesian mapping. This process is presented in the figure below where a

particular bit is highlighted.
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PolarWm (rowtheta) Cartesian Wm (x.y)

0 x

Figure 14: Polar to Cartesian Interpolation

If the polar coordinates were mapped directly the Cartesian representation, then the pixels would

become a block like average of the polar values. These block-like patterns would then be exposed

to similar results as the block-based chirp. Therefore instead of a general averaging, a more

effective non-uniformed cubic interpolation (Griddata) is used to give the circular chirp a smooth

representation in the Cartesian domain.

4.4. Detection

During transmission the image is both compressed with JPEG and rotated either accidentally or

maliciously by an unknown user. At the receiver, the intended user receives the watermarked

image, ring width, and tunable values. The tunable values (p3, f) and ring width are obtained via a

secret key exchange. This detection process is then broken up into two sub-processes that output

both the recreated and received rings in the polar domain. The two corresponding rings are then

correlated and a threshold is applied to determine each bit of the hidden message. The threshold

used is zero, since the binary diata implements polar coding. The detection process is illustrated in

the figure below.

Cartesian tw (x,y)

Ring

S" ...1O1O101._

Ring

Figure 15: Detection Process

13 43 of 180



The initial sub-process at the receiver converts the received watermarked image, lw, into a polar

representation. This can be seen in the following figure.

Cartesian 1w (xy) Polar vw (row, theta)

Ping

Figure 16: Watermarked Image Sub-Process

Converting to polar also allows the detector to organize the image's ring data into a linear fashion

so it is correlated with its equivalent recreated ring. Otherwise the image's watermarked values

would not correspond with the recreated chip's values properly.

The other sub-process at the receiver is to recreate the circular chirp using the undisclosed ring

width and tunable values. This sub-process can be seen in the figure below.

Ring

Recreated Polar Wrn Recreated Cartesian Recreated Polar Wm
(rowtheta) Wm (rowtheta) (rowthela)

Figure 17: Recreated Chirp Sub-Process

Following the watermarked image's development to the receiver, the recreated circular chirp

begins in the polar domain, is then converted into Cartesian, and finally remapped in the polar

domain. Even though the recreated watermark begins in the polar domain, it is still placed

through the same amount of interpolation as the watermarked image to alleviate interpolation's

effects.

4.4.1. Correlation Optimization

Working with in the polar domain also has benefits outside of organizing correlation data. The

polar domain also converts Cartesian rotation into polar translation. The figures below illustrate

the ideal results of cross-correlation with rotation.
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Figure 18: Cross-Correlation

It is noticeable from the figures above that the correlation's peaks are shifting with respect to the

image's rotation angle. Using its own characteristics, cross-correlation can take advantage of

polar translation. Some of cross-correlation's characteristics with respect to this algorithm are

operating in the spatial domain and possible rotation estimation. Operating in the spatial domain

provides better correlation data that would otherwise be manipulated into a convoluted form. This

corruption of data is common in pursuit of a RST resilient algorithm, and is discussed in papers

regarding the FMT [7][8][9].

4.4.2. Corner-less Optimization

The detectors performance can also be affected by the location in which you detect the

watermark. Even in the previous work with rotationally invariant domains it became apparent that

the comers of the image are very flawed. The rotation of the image causes its comers to become

cropped and consequently lost data. Avoiding this area would therefore increase the overall

performance of the watermark. The BER plot below describes the effects of an imageless circular

chirp's performance after rotation with and without corners.
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Figure 19: Corner and Corner-less BER Plots

Even in the ideal case, the performance of the circular chirp that attempts to detect the comer

rings steadily decreases. On the other hand, the comer-less detector's performance is perfect.

Figure 20: Corner Detection Avoidance

This lack of performance at the comers attributes to avoiding the highlighted regions in the figure

above. In order to avoid the comers, the largest detectable ring width cannot exceed half the

distance of the image's smallest side.

4.5. Results

In order to obtain superlative results, the previous procedures are implemented over every tunable

value in the discrete range for a specific quantization value. As described earlier, the algorithm

will output a BER for every tunable variable combination. An optimal set of tunable values is

then determined based on the user's application. The image is then watermarked with its optimal

variables and the watermarked image is transmitted wherever necessary.
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The circular chirp's performance is best determined by comparing it to the previous algorithms'

results. The plots in the figure below support these findings. Since the original chirp's rotational

BER plot is the worst-case scenario, around 50 percent, then the circular chirp and the block-

based chirp using the FMT both outperform the original chirp. Also, there is a distinct difference

between the circular chirp's rotational results and the block-based chirp using the FMT. In the

figures below, the circular chirp has no error for ring widths 32 to 256 pixels and a average BER

of 7 percent for a ring width of 16 pixels, while the only perfect results from the previous

algorithm occurs when the block size is equivalent to the entire image (512x512).
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Figure 21: Various Chirp Rotational BER Plots

The results after rotation are therefore certain; the circular chirp's performance is far superior to

both the original chirp and the chirp using the FMT.

The goal of the circular chirp though was to be robust to both rotation and compression.

Compression's effects were tested on the circular chirp using JPEG quantization values 10 to 100.

The results are displayed in the figure below.
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Figure 22: BER Plot Circular Chirp vs. Compression

The compression results for 32 to 256 pixel ring widths are once again without errors and a ring

width of 16 pixels has a consistent BER of 12 percent. These therefore conclude that the circular

chirp is robust to both compression and rotation. The optimal tunable values for rotation,

compression, and several ring widths are in Table 3 and 4 of the appendix.

Interesting enough, it turns out that the tunable values' effects are almost independent of rotation.

Therefore, the circular chirp's rotational resilience is exclusively dependent on its circular design.

The tables of optimal tunable values in the appendix and the previous BER plots support this

outcome. All of the tunable values in the compression table are also in the table for rotation. The

compression BER plot's performance is equal to the worse BER of the rotation plot. The only

noticeable effects of rotation are within the first 3 degrees of rotation, but these are currently

negligible with respect to compression's BER. As a result, the amount of image compression is

the main factor in what limits the optimal tunable values' performance. These findings have also

increased the total efficiency of this algorithm by decreasing the total amount of necessary

computations since each degree of rotation does not need to be tested.

4.6. Future Work

Even though the circular chirp is completely resilient to both compression and rotation for a range

of ring widths, it still has a consistent amount error for a 16-pixel ring. Further examination of

this and other problems have led to a series of future works.
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The consistent BER with a 16-pixel ring width was determined as a smearing of data towards the

center of the image. This is due to the large amount of interpolated data towards the center of the

image. An example of this convoluted data is in the figure below.

Correlation, Angleý 0, Orbitf 1, Message= -1, detected= 1.252624e+05

x 10 .- .: . .... ... •... . ....... .......... .. ...................
70U o 5 40 30 1000 2000

2010 ...... 0

Figure 23: Center Point Correlation Error

In order to fix this problem the center point of the watermarked image must be avoided. In future

research, several trials will be run in order to determine the shortest distant from the center point

were the first ring can be consistently detected.

Examining a larger range of the tunable values is also being worked on. This should increase the

performance of the circular chirp since extra optimal values should be outside of the current

range. An increased range will also strengthen the algorithm's security in regard to Equation• 10.

The over all capacity in comparison to the block-based chirp is low. This can be increased using

rotation estimation and sectoring. As described earlier, cross-correlation is used for detect and its

correlation peak shifts with rotation. The relative angle of rotation can be determined with this

correlation characteristic. If the angle of rotation is reasonably accurate, then increasing the

algorithm's capacity is feasible with sectoring. Sectoring is an idea that involves cutting up each

ring into sections or slices, and therefore increasing the watermarks capacity dramatically. This

can be seen in the following figure.
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Figure 24: Twelve Sector Circular Chirp

A 16-ring watermark with 10 slices easily becomes 160 bits instead of 16. The only way this will

happen though is if there is reasonable accurate rotation estimation. Without this the neighboring

sectors would interfere with each other causing inter-symbol interference. Ultimately this future

idea is dependent on the accuracy of the rotation estimation and the sector size.

5. Conclusion

In this paper, the problem of rotation and compression resistant watermarking algorithms was

explained. While block-based watermarking has many beneficial traits when combating the

effects of JPEG compression, these same traits also hinder the watermark's ability to avoid the

effects of rotation. Research has explained that the geometric design of the block-based

watermark is naturally flawed with respect to rotation. Even rotational invariant algorithms like

the FMT cannot completely combat the effects of rotation without severely corrupting the

image's data. In light of this evidence, it is apparent that a rotational design is necessary.

The circular chirp watermark combines the chirp's ability to avoid JPEG compression and a

circular design to combat rotation. The noiseless results of the circular chirp alone show that it

out performs the block-based chirp. In addition when JPEG compression and rotation were

applied, it not only outperformed the previous algorithm its results were perfect for the majority

of its ring widths. Even though the chirp gives up some capacity to the block-based design, the

circular chirp watermark is a solution to the block-based watermark's inability to avoid both

JPEG compression and rotation.
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7. Appendix

Table 2: Rotation Optimal Tunable Values

Rotation vs. Tunable Values
LENA.tiff All Rotation: 0-1-15

Ring
Width Natural Frequency(f) Frequency Rate ( "f) AVG BER(O/o)

16 0.15 0.014 7.421875

32 0.1 0.004 0
0.25 0.006 0

0.15 0.008 0

0.21 0.014 0
64 0.04 0 0

0.05 0 0

0.06 0 0
0.07 0 0
0.09 0 0
0.19 0 0
0.21 0 0
0.22 0 0
0.23 0 0

0.05 0.001 0
0.12 0.001 0

0.16 0.001 0

0.07 0.002 0
0.15 0.002 0
0.25 0.002 0

0.09 0.003 0

0.15 0.003 0

0.16 0.004 0
0.15 0.005 0
0.18 0.005 0
0.23 0.005 0

0.14 0.007 0

0.13 0.008 0
0.22 0.008 0

0.25 0.009 0
0.16 0.011 0

0.19 0.011 0
0.2 0.011 0

0.25 0.011 0

0.03 0.012 0
0.2 0.013 0

0.21 0.013 0
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0.23 0.015 0
0.22 0.016 0
0.23 0.017 0

0.2 0.019 0
0.25 0.019 0
0.05 0.02 0
0.25 0.02 0
0.06 0.022 0
0.07 0.022 0
0.03 0.023 0
0.22 0.023 0
0.03 0.024 0
0.22 0.024 0
0.23 0.024 0
0.05 0.025 0
0.11 0.025 0
0.19 0.025 0
0.24 0.025 0
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Table 3: Compression Optimal Tunable Values

Compression vs. Tunable Values
LENA.tiff All Q: 10-10-100

Ring
Width Natural Frequency(f) Frequency Rate( P) AVG BER(%/)

16 0.15 0.014 12.5
0.04 0.024 12.5

32 0.1 0.004 0
0.25 0.006 0
0.15 0.008 0

64 0.04 0 0
0.05 0 0
0.07 0 0

_ 0.19 0 0

0.22 0 0
0.05 0.001 0
0.16 0.001 0

0.07 0.002 0

1 0.15 0.002 0

1 0.25 0.002 0
0.15 0.003 0
0.15 0.005 0
0.18 0.005 0
0.14 0.007 0

0.13 0.008 0
_ 0.22 0.008 0

0.25 0.009 0
0.18 0.01 0
0.16 0.011 0

0.19 0.011 0

0.2 0.011 0

0.03 0.012 0

0.2 0.013 0

0.23 7_ 0.015 0

0.22 0.016 0

0.23 1 0.017 0

0.21 0.019 0

0.251 0.019 0

0,O5 0.02 0

0.25 0.02 0
0.06 0.022 01
0.07 0.022 0
0.03 0.023 0
0.22 0.023 0
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0.22 0.024 0
0.19 0.025 0
0.22 0.024 0
0.19 0.025 0
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Abstract

The following paper is an exploratory study on digital watermarking that focuses on making a

compression robust 2-D chirp watermark rotational invariant. Tests conducted in this paper show that this

data-hiding algorithm while robust to compression, is fragile to geometric attacks such as translation and

particularly rotation.

The necessity for instilling rotational invariance in the chirp watermark is due to its successful

performance over a majority of compressed images. While this paper focuses on invariance to geometric

attacks, it also overviews basic digital watermarking principles and algorithms that accentuates the chirp

watermark's capabilities. In this overview, the chirp is compared with two traditional watermarking

algorithms: a spatial and a Spread-Spectrum (SS) watermark that both use a PN-sequence. The SS

watermark was a thoroughly researched algorithm that used JPEG quantization principles to optimize its

performance through compression. The chirp watermark in comparison surpassed both algorithms over a

majority of quantization factors.

The chirp watermark retains its compression resilience at the encoder by implementing a rotation,

scaling, and translation (RST) invariant algorithm in the decoder. The Fourier-Mellin Transform (FMT) is

this algorithm and is notable for both its RST invariance and the destructive image corruption during the

Inverse FMT (IFMT). Having knowledge of the signal shape at the decoder and avoiding the use of the

IFMT, makes detection possible with the FMT. This actual detection process is achieved by correlating a

recreated individual chirp block after the FMT with the received chirp blocks converted by the FMT.

Since the chirp watermark is a block-based spatial watermark, the watermarked image can only be

rotated a small amount before a majority of its data is lost and/or has inter-watermark interference

corrupting the block's data. Because of the limitations of block-based spatial watermarking to rotational

invariance, the rotation will range from 0-15 degrees, therefore covering rotational unnoticeable regions.

The implementation of this range with the FMT was successful for block sizes equivalent to the

entire image with no bit error, but all smaller block sizes results gave worse bit errors and inconsistent data.

The study of these inconsistencies lead to the realization that rotation was causing induced chirp

interference.

A rotation induced chirp inference occurs when the watermarked image is rotated and watermark

blocks rotate into neighboring blocks. This interference only occurs between adjacent blocks hiding the

data equivalent to a one, or in other words, a chirp block. The rotational induced chirp interference was

determined after all other variables, except for the watermark, were eliminated from the study. The exact

cause is still under research, but current results point towards the lack continuity between adjacent blocks.
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1. Introduction

The creation of digital media and the rise of the Internet have caused concern over digital rights

management. An authentication technique was necessary to determine ownership for digital media. This

concern was met with the creation of digital watermarks. A digital watermark is a visually unnoticeable

mathematical signature or spreading function within digital media that is implemented in the spatial or

spectral domain.

Digital watermarks were initially designed to spread across an entire image for the purpose of digital

rights management. Watermarking also has the ability to transmit information as metadata in digital media.

When variations of a watermark algorithm are repeated in sequence across an image metadata is created.

This covert communications watermarking just as authentication watermarking can be implemented in

various domains, but the method investigated in this paper is a spatial watermarking. This watermark uses a

tunable 2-D chirp signal for its spreading function in blocks across the image creating metadata.

Dogahe [1] applied this 2-D chirp watermark method and it was designed to be specifically robust

against JPEG compression. As mentioned before it is block based, and the detection scheme effectively

embeds 1 to 1024 bits of information into digital media. This algorithm while it is robust to compression it

is not resilient to geometric attacks such as rotation and translation. The main focus of this paper will be the

adaptation of this algorithm for rotational resilience.

2. Watermarking

As described in the introduction, a digital watermark is a visually unnoticeable mathematical signature

or spreading function within digital media. To create a simple watermarking algorithm it must take into

account its spreading function, the type and quality of cover media it is using, and how and where it will

embed and detect the spreading function. The structure of the original technique examined in this paper, the

spreading function is a 2-D chirp, the cover media used are digital images, and the embedding and

detection occurs in the spatial domain.

2.1. Cover Media

It is important when watermarking to make sure that the quality of your cover media (image) is

high so it does not contain any artifacts caused by compression. This will eliminate variables that

affect the performance your overall result. For an image-watermarking scheme, an uncompressed

standard like TIFF is preferable. Several TIFF images are used for embedding this watermark, so the

results are independent from any specific image. The 512x512 images below were implemented in this

research.
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Figure 1: Standard Cover Images

They can be found on the University of Southern California's standard database for watermarking

images'. Overall using uncompressed images will help create a strong foundation for a watermarking

algorithm.

2.2. Embedding/Detecting

Embedding a watermark occurs for most cases in one of two domains: the spatial, or the spectral.

Determining which is used is usually dependent on the application. The spatial domain embedding

occurs directly in the pixels across the entire image. This is usually done by either adding or

subtracting to these pixels, since they only produce small distortions. Spectral implementations use a

frequency representation of the image, which are also altered by a spreading function. The ability to

watermark in the spectral domain was made famous by Cox [2] in 1997 for his Spread-Spectrum

technique. Since the impact of altering the spectral values outside of the DC value are small,

mathematical processes outside of adding and subtracting can be implemented easier. The DC value

carries the most information in spectral domain with respect to the image and is seldom altered. An

example of a spectral embedding scheme is multiplying a Gaussian signal with a weighting factor to an

image's spectral coefficients. This procedure was used by Cox [2] and is in the equation below.

i =1,2,....N

N = Gaussian signal length

Coefficient M. = Coefficienti (1 + a * signal)
I

Equation 1: Cox's Spread-Spectrum Watermark

An example of a spatial embedding scheme is used in this paper and was used in the work of Dogahe

[I]. This can be seen in section 3.

"llhttp://sipi.usc.edu/database/", USC image database.
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Detection for watermarking is similar to detection for digital communications, which involves a

form of correlation and decision criteria. In Cox et al [3] the authors parallel communications,

especially spread-spectrum (SS) with watermarking, and refers to watermarking as, "communications

with side information." In most cases in watermarking the signal shape is known and is used to

correlate with the received data. This is known as a matched filter in communications. Using the output

of the matched filter and knowledge of the signal to noise ratio, the detector can use methods like MAP

or maximum likelihood to generate an optimal threshold. The detector then uses this optimal threshold

to regenerate the original message. The effectiveness of this process varies with the magnitude of the

signal-to-noise ratio.

3. Chirp Overview

The chirp watermark is a 2-D block-based spatial watermark for data hiding. The spreading function

design of Dogahe [1] was based off the prior work of Stankovic [4] and his use of a chirp as a digital

watermark. This spreading function was designed to be tunable to avoid the effects of JPEG compression.

The 2-D chirp spreading function is illustrated in the equation below.

W(x,y) = efi(_-+32)+j2jrf(x+v)

Equation 2: Chirp Spreading Function

3.1. Tunable Design

The ability to tune this watermark is a unique and powerful aspect that allows it to work with a

variety of compressed images. These tunable values are B, the chirp rate, and f, the chirp natural

frequency. Using these values, the chirp can change the location of its watermark strength and avoid

effects of JPEG compression. This can be seen in the graphs below.
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therefore, each image needs to run tests before it can be properly watermarked. These tests are

performed by running a range of both values through the embedding and detection algorithm and

determining the probability of error for each combination of the tunable values in the range. The

outputs of these tests are contour plots such as the ones in the figure below.

FIGURE 3: LENA CONTOUR PLOTS

The tunable values are then chosen from these graphs and implement with respect to the applications

requirements.

3.2. Chirp Watermark Procedure

Adding the spreading function or chirp and its message mask with a weighting factor, directly to

the pixel values, is the basic application methodology of the chirp watermark to an image. The

message mask is a matrix with a size equivalent to the quantity of blocks used with the cover media.
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This matrix is filled with positive and negative ones to represent a binary message (hidden message).

The weighting factor or watermark magnitude controls the strength of the watermark. The

implementation of these three components to the cover media is shown in the equation below.

Iw (m,n,x,y) = (m,n,x,y) +k" Re[d[m,n] W (x,y)]

k = weighting factor

d[ m, n] = message mask

Equation 3: Chirp Watermark Embedding

The watermark magnitude's strength directly affects the peak-signal-to-noise Tatio (PSNR) that is used

as a perceptual metric for visual cover media quality after watermarking and signal strength. An

expectable industry standard for an effective watermarking scheme is capable of detecting its

watermark with a PSNR of 40dB or higher.

The detection process has two separate procedures one for encryption and one with out. To

encrypt the chirp all blocks must use a different combinations of the tunable variables, and those

variables are sent to the receiver through a secret key exchange. The unencrypted version uses the

same tunable variables for all blocks, and determines the tunable variables by summing all of the

watermarked blocks together.

After the tunable variables are determined, each block of the watermarked image is correlated with

the conjugate of the recreated chirp. The output of this correlation removes the phase and yields the

magnitude. This magnitude is then decoded into ones and zeros by applying a threshold at zero, and

the resulting sequence is a recreation of the encoder's hidden message. The mathematical equations for

this correlation are below.

M-IM-1

C(m,n,^f,f) = Y JI,,,(m,n,x,y)W*((m,n,x,y)
x=O y=O

M-I M-I M-I M-I

I Y •I(m,n,x,y)W*(m,n,x,y)+ I >kRe[d(m,n)W(x,y)]W*(m,n,x,y)
x=O y=O X=O y=O

;!(m,n)= I Re{C(m'n,'f)} >O I

m 0 Re{C(m,n,3,f)} < 0J

Equation 4: Chirp Watermark Detection
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4. JPEG Compression Watermark Comparisons

The chirp watermark's purpose was to use its tunable characteristics to avoid the effects of JPEG

compressions and transmit a hidden message. To give an idea of the exceptional performance of this

scheme, it needed to be compared against block-based watermarking algorithms that are both well studied

and effectively survive compression. The two traditional watermarking algorithms compared against the

chirp are a simple spatial implementation of a PN sequence and a representation of Hemandez et al [5]

spectral implementation with a PN sequence. The spatial PN sequence was implemented in the same

manner as the chirp, but the chirp's spreading function was switched with a PN-sequence. The spectral PN-

sequence watermark on the other hand, was recreated using optimized SS techniques [2,3].

4.1. SS Watermarking with Discrete-Cosine Transform Coefficients

The Discrete-Cosine Transform (DCT) takes discrete variables and converts them into a real-

valued frequency representation of equal size. The equation for this procedure can be seen below.

[ N-1 .k 2m

x[n] = Re- JX(k)'e N ]- DCT[N k=o

Equation 5: DCT

This same procedure is also used in SS watermarking. Taking the image's pixel values and

calculating the real part of the Discrete Fourier Transform executes this process. The resulting output

of this equation on a two-dimensional image is called the DCT coefficients. Embedding a SS

watermark is achieved by altering a series of DCT coefficients, and using the Inverse DCT (IDCT) on

altered coefficients creates a watermarked image.

4.2. DCT Coefficients and JPEG Compression

The DCT coefficients are significant part of JPEG compression; because JPEG uses a luminance

quantization table (Grayscale) to reduce the DCT coefficients for each non-overlapping 8x8 DCT

block in an image. This reduction of the DCT coefficients also decreases the amount of information

stored by the image; therefore compressing the file. These altered DCT coefficients from the standard

JPEG quantization table are also the least likely to cause general image distortion. This general image

distortion is determined from the image's the most commonly used frequencies. This is one of many

Ways the JPEG standard manipulates digital images to reduce storage size with the least amount of

image distortion.
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The JPEG quantization tables also categorize the most commonly used frequency coefficients in

an 8x8 DCT block. The DCT coefficients can be sectioned into three categories of frequency: the low,

middle, and high frequency coefficients. From the JPEG quantization tables, the low frequency

coefficients cause the most visual distortion when altered, because they are changed the least. The

lowest frequency coefficient is the most fragile, and it is called the DC coefficient. It contains the most

common visual information and is not watermarked because of the amount visual distortion it causes.

As the frequency coefficients move further away from the DC coefficient, the amount visual distortion

decreases. Therefore, the high frequency coefficients barely distort the image and the middle

coefficients slightly affect the image. This is illustrated in the values of the standard quantization table,

as the lower quantities represent the visually most fragile coefficients, and the higher quantities

represent the more visually insignificant coefficients. An example of a JPEG quantization table can be

seen in the figure below.

16 It 10 16 22. 4t 51 61

12 t2 14 19 26 5 M 55 3

14 13 16 24 40 57 69 56

14 17 22 2. ;1 87 SOu 62

IS 22 l7 56 104 10 V i1t3 77

24 35 6 4 S 1 104 WI? q2

•9 .• 78 87 l:• 21 1203 IVI

72 q2 95 9S 1 t2fl ; 107 99

Figure 4: Luminance Quantization Table

In the JPEG standard, the 8x8 DCT block coefficients are organized in a zig-zag structure. This

zig-zag scan can be seen in the figure below.

IIELIII IL

Figure 5: Zig-Zag Scan
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The lower frequency coefficients of the DCT block are in the top left corner, the high frequency

coefficients are in the bottom right, and the middle coefficients are in the middle diagonals of the

block. This zig-zag structure is also useful in locating and watermarking specific frequencies in a DCT

block.

4.3. Optimal SS Watermarking with DCT Coefficients

To increase the performance of the SS watermarking algorithm against JPEG compression, the

location to embed the watermark in the DCT block coefficients was tested [5]. Utilizing the knowledge

about JPEG's quantization tables, an optimal watermarking location can be determined. The high

frequency DCT coefficients would barely distort the image but are removed too easily as compression

increases. The low frequency DCT coefficients on the other hand would survive compression very well

but greatly distort the image. The middle frequency DCT coefficients have the right range of

acceptable compression resistance and only a slight image distortion. After a comparative analysis with

Hernandez et al [51 and several combinations of middle frequency coefficients, it was apparent that the

low-middle frequency DCT coefficients, 7-37, were the best DCT coefficients to watermark for all

block sizes.

Another variation to Hernandez et al [5] was the use of a PN-sequence instead of a Gaussian

signal. The reason a PN- sequence was used over a Gaussian signal was because it performed better

after compression in the detector. The PN-sequence while pseudorandom has better correlation output

properties that a Gaussian signal. The combination of both the PN-sequence and watermarking of the

low-middle frequency DCT coefficients actual outperformed the compression performance plots by

Hernandez et al [5].

4.4. Chirp Comparison to Traditional Watermarks

The overall efficiency of the chirp algorithm is best proven in a comparison to other noteworthy

algorithms such as the SS Watermarking discussed previously and a spatial PN-sequence. The results

of this comparison can be seen in the figure below2.

2 Graph code in section 8.1
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Figure 6: Chirp vs. Traditional Methods

As you can see the chirp noticeably outperforms both of these watermarking algorithms over various

compression values of JPEG compression. In JPEG compression the more commonly used

quantization factors are between 50 and 100, and in that range the chirp outperforms both

watermarking schemes. The results from the figure above and the fact that the chirp can obtain these

results consistently with other images, more than enforces the overall superiority of the chirp's

performance against compression in the world of watermarking.

5. Geometric Attacks

The image-processing tools rotation, scaling, and translation (RST) are quite common, and are found

in most photo or image software packages. While the chirp is resistant to JPEG compression it is vulnerable

to these image-processing tools, or in other words "geometric attacks." These three image-processing tools

are the subjects of this section because of their negative effects on the chirp's detection. Because the

watermark is implemented in the spatial domain, it is directly susceptible to these attacks.

Two of these attacks were implemented to the chirp's detection algorithm with Matlab. The

experiment was carried out using a smaller viewing portion of the image. This "Viewing Window" was

also synchronized or in multiples of the block size being applied to eliminate extra variants in the tests. An

example of the viewing window can be seen in the figure below.
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Figure 7: View Window

The results of these test illustrated the chirp's inability to withstand both rotation and translation. The

figures below display the BER curves for both rotation and translation. Scaling was not examined because

previous research showed the chirp reasonably resilient to scaling [1 ].3

1r0oalCa 0 1. &0 'Z 2Q. )0O -

Figure 8: Translation and Rotation BER plots

The effects of rotation are troublesome with a 43% BER for only one degree of rotation. This is especially

worrisome since detection is unpredictable when the BER is 50%. Translations effects are not as severe,

but they are still poor. After being shifted 8 pixels, the watermark converges towards a BER of 50%.

Statistically the results are poor, and the visual results of the effects are not even noticeable. The

effects of both rotation and translation are displayed in the figures below.

3 Graphs code in sections 8.2 and 8.3

74 of 180 10



Original notatdl by I degree(s)

BER= 5.215 % BER- 46939%

Original Sbittod by I pxeq(s)

BER= 5.215% BER- 66.440%

Figure 9: Visually Effects of Rotation and Translation

The figures speak for themselves; the one figure is rotated only one degree and has a BER of 47%, while

the figure shifted by one pixel has a BER of 66%. The vulnerability of this watermark to such attacks is

quite apparent. The following will discuss the use of an invariant-domain approach to add geometric

resilience to this watermarking scheme.

The common geometric attacks of RST were described previously, and their effects were significant to

the chirp watermark's detector. Even though the effects of translation were destructive to the detector, in

comparison, rotation's effect on the detector was worse. Therefore the remainder of this paper will focus on

using an invariant-domain method to eliminate rotation's influence on the chirp. The rotations involved in

this project will only range from 0-15 degrees, because large rotations are visually noticeable and can be

corrected in most images. This range was also influenced by the optimal recovery criteria describe in

section 5.5.1.
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6. Rotational Invariance by Way of the FMT

The invariant-domain method used in this paper is the FMT [6]. This transform is known for it's ability

to be invariant to RST, but its ability to damage image quality is also known [7]. The FMT can be broken

down into two complex problems the Log-Polar Mapping (LPM) and the complex modulus of the Dicrete-

Fourier Transform (DFT). Image quality is lost because of interpolation that occurs in the Log-Polar

Mapping, since the Fourier Transform is reversible and lossless.

6.1. LPM

Log-Polar Mapping is a process where a linear Cartesian coordinate system is converted into a

logarithmic polar coordinate system. The value of variable, 'n', is equivalent to length pixels on the on

side of the image. For example, a 512x512 image would have a 'n' value of 512. The value of n then

helps determine the center points ( X,,,,, Ycener), the logarithmic scale (p), and angular scale (0). This

process is described in the equations below [6, 8].

d = (n - 1) /2, even number of pixels

Xceter = Ycener = (n + 1)/2

p=f{O... logl0 (d)}

0 = {O... 2jr}

xlv = ep . cos(O)

YIp = ep sin(O)

Equation 6: LPM Procedure

The x1p and YIp are the mapping positions that the Cartesian coordinates (x,y) are interpolated too. This

occurs because rotation is continuous while the pixel positions are discrete and can be positioned

between pixels. The interpolation used for log polar mapping is bicubic. This is displayed in the figure

below from [8]:
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Figure 10: Pixel Interpolation

LPM is used in the FMT because it turns scaling and more importantly rotation into translation.

Therefore a rotation clockwise (cw) will be a shift right, and a rotation counter-clockwise (ccw) will be

a shift left (scaling causes vertical translation). The shift in the LPM after rotation can be seen in the

figures below 4.

Figure 11: LPM Representations of Lena

The figures also show the image distortions mentioned earlier by the nonlinear operations of the LPM.

This translation produced by the LPM allows the image and the chirp to become rotationally invariant

with the Discrete Fourier Transform.

6.2. Discrete-Fourier Transform

The Discrete Fourier Transform (DFT) and its properties are one of the most widely known

mathematical principals in signal processing. One of the properties of the DFT is the delay property. In

Code for these images are in section 8.4
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this property a delay in time or a shift in space is converted into a shift in phase. Both the DFT and the

delay property can be seen in the equations below.

IN-1 k.a

x[n] X(k)'e -, DFT

x[n- k] = X(w)'-e-flk, Delay property

Equation 7: DFT and Delay Property

Applying this equation with the complex modulus or absolute value removes the phase from the

equation; making the image invariant to translation in the LPM. The original image data is therefore

invariant to rotation and scaling, because translation in the Log-Polar domain is equivalent to scaling

and rotation.

x[n - k] = X(w) e-."k = jX(w).ee-w1= IX(w)I

Equation 8: Complex Modulus of the DFT

The authors of [6][8][9] used the original unmarked image to successfully detect a signal after

RST using the Fourier-Mellin transform. Even though it was effective in there case, it is not possible to

maintain this same algorithm for the chirp, because it is a blind watermarking scheme that is embedded

spatially and the reverse LPM's distortion are too severe. An example of this is seen in the figure

below 3:

Ofiginal

Figure 12: Reverse LPM
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7. Rotation Invariant Chirp Watermark by the Way of the FMT

7.1. Rotation Invariant Chirp Watermark Method

The rotational invariant chirp Watermark must implement a different algorithm then previously

used with the FMT to maintain the chirp's robustness to JPEG compression. To accomplish this task,

the embedding process needs to remain unchanged. Using this knowledge about the chirp watermark's

embedding process, some variations were applied to a previous flowchart to implement the FMT f9].

The outcome of these variations produced the flow chart in the figure below.

Embeding

Detecting

Repea Each Block relalon

Figure 13: Embedding[Detection Flowchart

Following the chart above, the embedding scheme would remain unchanged with the exception of the

message bits. The message bits would now be ones and zeros instead of the positive and negative ones

used previously. This is because the absolute value used in the FMT removes polarity from the

message bits, making it impossible to determine one signal from another. The implementation of the

RST attack is applied during embedding section of the flow chart for coding purposes. In real-world

situations, The RST attack occurs during the transmission of the watermarked image.
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The detection process unlike the embedding process is extremely different from the original

procedure. Each image block at the beginning of the detection process is individually sent through the

FMT and correlated with the single-block-size-recreated chirp. This recreated chirp also has to go

through the FMT to accurately correlate with the received blocks. While embedding occurs in the

spatial domain, the detector is applied in the spectral domain because of the use of the DFT in the FMT

algorithm. Since the data at the detector is spectral, the correlation used for the rotation invariant chirp

watermark detection is identical to the correlation applied to SS watermarking [2]. To perform

correlation with the received data, X%, and the single-block-size-recreated chirp, X, the dot product is

performed on the received data and the single-block-size-recreated chirp, and then divided by the

square root of the dot product of the received data with itself. This correlation equation is displayed

below.

Correlation = (X* " X')I X * )'

Equation 9: Rotation Invariant Chirp Watermark Correlation

After all of the block's correlation is performed, the mean of the correlation output is determined and

subtracted form the correlation data. Doing this allows the threshold for detection to be zero. The

message bits are then recreated by implementing a zero threshold on the zero-mean correlation output.

The decision criteria is as follows, all values greater than or equal to zero are ones, and all values less

than zero are zeros.

7.2. Rotation Invariant Chirp Watermark Results

The resulting output of this system was mixed. The whole image watermark gave perfect results

yielding a 0% BER with a PSNR at 40dB for rotations 0-15 degrees. The trend for the other blocks

with a PSNR at 40dB would continually worsen as the block size decreased. The BER vs. Rotation

plots are displayed in the figure below5 :

5 Code for this graph is in section 8.9
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Figure 14: BER Plot of the Rotation Invariant Chirp Watermark Detection

This figure describes the worsening effect of BER to rotation as block size decreases. The pattern

is generally consistent except for certain block sizes. This phenomenon will be described later in

this section dealing with rotation induced chirp interference. All of the BER graphs generated in

this section do not embed the watermark into an image or compress it. This is done to eliminate

signal-to-noise ratio as a variable, therefore the image consists of only pure signal.

The lack of performance involving the chirp's block-based watermarks can be attributed

to rotational displacement. Rotational displacement in general involves separate points at set

distances moving circularly around a center point. When comparing two points set at different

distances rotating around the origin by the same angle, the one further from the center will move a

greater distance. This can be seen in the figure below where point number 2 moves further than

point number 1.
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Rotational Displacement

2

Figure 15: Rotational Displacement Simulation

This also holds true for blocks that are farther from the center of the image. This means blocks

farther from the image's origin will move a distance that would remove its hidden data from its

original position after rotation. The problem with this is the detector will still attempt to extract

information from that original position thinking the correct data is there. Depending on both the

image size and block size, certain blocks can have all of there data moved or lost with only a slight

amount of rotation. This is presented in the figure below as the highlighted block loses all of its

original data after being rotated 160 (64x64 block size and 512x512 image).

No Rotation Rotated 16"

Figure 16: Block Rotational Displacement

The corner blocks are the first to lose their original information from rotation. The table below

displays block sizes and the amount of rotation it takes to remove at least one blocks data from its

original position for a 512 by 512 image.
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Block Size Rotation Angle

16x16 4

32x32 8

64x64 16

128x128 37

256x256 90

512x512 Never

Table 1: Rotation Induced Unrecoverable Data

After these values have been exceeded in most cases, excluding certain uses of symmetry, repetitive

information, and full rotation, the detector will never recover all of the hidden information. Therefore

to achieve complete message bit recovery for all block sizes in this scheme, the image cannot be

rotated more than 4 degrees.

7.3. Regional Capacity Performance

In an attempt to lessen the effects of rotational displacement, the image's capacity is decreased in

order to increase performance came. This would occur by removing the outer layers of blocks or

"block region" from the image. Since the outer most block region is subject to the most rotation

displacement, removing it would increase performance. This procedure is only possible for block sizes

that have more than one region. For example, a 512x512 image cannot use this technique for block

sizes 512x5 12 and 256x256. A description of the outer region removal is shown in the figure below.

128

128 
25

-- 51225

After Region I is Removed

512

Dark BlocRs= Region 1

Figure 17: Regional Capacity Example
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The block regions quantity value increases for each layer of blocks that approaches the center of the

image. The last block region for any block size contains the four blocks surrounding the image's

center. For example, the dark outer region in figure 17 is block region 1, and then the inner region is

referred to as region 2. Since block region 2 in this example consists of four blocks surrounding the

center of the image, it is also the final block region for this block size. The total amount of regions that

can be removed per block size and the equation to determine these values are displayed below.

Removable Regions = [(n" 2- )/m] -1

n = amount of image columns

m = amount of block size columns

Equation 10: Total Removable Block Regions

Block Size Removable
Regions

128x128 1

64x64 3

32x32 7

16x16 15

Table 2: Total Removable Block Regions per Block Size

This operation was performed on block sizes 128x128 to 16xl6, and the results of the four block sizes

are in the figures below6 .

6 Code for these graphs are in section 8.6
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Figure 18: Regional Capacity BER Plots for 128x128 Blocks
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Figure 19: Regional Capacity BER Plots for 64x64 Blocks
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Figure 21: Regional Capacity BER Plots for 16x16 Blocks

All of the block sizes in the figures above have exhausted all possible removable regions. The

resulting graphs display consistent improvement for block sizes 128x 128 and 32032 converging to a

BER of 0%, while the other two block sizes where vastly different. This shows that the diminishing

Regional Block Capacity does work, but there is another variable that is causing inconsistent bursts

like the one for the 128x 128 block rotated by 100. These phenomena also occurred in the original BER
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vs Rotation graph in Figure 14, which means these inconsistencies are a product of the chirp

watermark's structure.

7.4. Rotation Induced Chirp Interference

The chirp's watermark structure is not problematic when referring to the results of the whole

image watermark. This means that chirp watermark alone has none of these phenomena, and therefore,

must involve the interaction of the blocks with each other during rotation.

To limit the variables the following test results will involve a 512x512 image with a block sizes of

256x256. This will produce 4 blocks around the image. The BER output from the BER plot in Figure

14 shows that this block structure was receiving perfect results until it was rotated 6 degrees, so the

7figure below will display the watermark image rotated by 6 degrees .

Rotation= 6C

761.3 3,190.9

-103.7 -3,848.5

Figure 22: Chirp Rotated 6 Degrees with Correlation Output

The image above also displays the correlation outputs next to its corresponding block after the mean

was removed. From the correlation output with respect to the detector, it is apparent that the lower left

block is the first block to lose correlation. The upper left block has also lost some significant

correlation, but not as severe as the lower left block. The difference between these two blocks and the

others is another chirp block rotates into them. This means that when a block with a chirp rotates into

* another; the resulting block loses more correlation than if a blank block rotated into it. The most

7 Code for this image is in section 8.5
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probable cause for this loss in correlation is the highlighted seams between the chirp blocks seen in the

figure below7.

Figure 23: Chirp Rotation Block Seams

To investigate this problem further a block with a chirp in it was divided into four cases: Chirp-

Chirp, Chirp-Blank, Blank-Chirp, and Blank-Blank. A Chirp-Chirp is when the block rotating in and

the block the current chirp is rotating into are both chirp blocks. A Chirp-Blank is when the block

rotating in is a chirp and the block the current chirp is rotating into is blank. A Blank-Chirp is when the

block rotating in is blank and the current chirp is rotating into a chirp block. A Blank-Blank is when

the block rotating in and the block the current chirp is rotating into are both blank blocks. It turns out

that the seams between the chirp blocks are having an effect on the correlation, because the cases

involving a chirp rotating perform the worst. The table below describes lists all of the cases form best

to worst case.

Chirp Cases Performance

Blank-Blank Best

Blank-Chirp Middle Best

Chirp-Chirp Middle Worst

Chirp-Blank Worst

Table 3: Chirp Interference Performance
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When these same cases are applied to a blank block, all blocks perform perfectly within the 0-15

degree range. This means the detector for this test has a tendency to get only false-negatives and no

false-positives. It also helps justify the theory that these chirp seams are causing the loss in correlation,

since the blank blocks have no discontinuities like the chirp blocks and it performs perfectly.

8. Proposed Solutions

There are several possible solutions to this problem, and the first involves creating a whole image

watermark and zeroing out only the watermark coefficients specific to blocks representing zero bits.

Performing this method would recreate the block-based chirp watermark structure, but it would remove the

seams created by the individual block implementations. This first possible solution alone will continue to

help justify if the seams created by the rotation of two adjacent chirp blocks into each other are a major

contributor to this loss in correlation. The only draw back of the first implementation is it will most likely

lose the option of the chirp's natural encryption, because it will only have one set of tunable values.

Another possible solution would suggest manipulating the chirp's tunable variables to better align

adjacent watermarked blocks and removing the seams. This idea comes from the regional capacity result of

block size 128x128, which avoided chirp interference after significant rotation. These partially aligned

chirp blocks can be seen the figure below.

Figure 24: Partially Aligned Chirp Watermarks

The second approach is preferable because it still allows encryption while the first case does not. The only

draw back is that manipulating the tunable values to align the chirps would limit the total possible
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combinations of tunable values. Future work will look into this problem of rotation induced chirp

interference and the implementation of the theories mention previously.

9. Conclusions

The status of the project in relationship to its goals is ongoing. Even though a rotational resistant

approach for a block-based spatial watermark has not been concluded, the research performed in this paper

is optimistic in developing a solution to this problem. The successful rotational invariance of an

authentication chirp watermark shows the effectiveness of the FMT approach. The information gathered

from the study of rotational displacement will act as a helpful benchmark for the performance of this

algorithm. The identification of rotation induced chirp interference and its effects on the loss of correlation

is also significant evidence to a solution. These essential and hopeful findings will lead to a successful

rotationally invariant data-hiding algorithm for visually unnoticeable rotations.
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11. Appendix

11.1. TradCompare.m
dcc

clear all
close all

load ChirpBER2D chirpErr
load ChirpBER2D pnErr
load ChirpBER2D im
load lenaTradSpectral errl6xl6
"% load ChirpBER2D compChirplmage
"% load ChirpBER2D compPNimage

qfactor= 5:5:100;
nmChirpErr= chirpErr./1 024*100;%Normalized
nmPNspat= pnErr./1 024*100;%Normalized
nmPNspect= err16x16*100;

figure(l)
plot(qfactor,nmPNspat,'-bs',qfactor,nmPNspect,'-gs',qfactor,nmChirpErr,'-rs')
title(sprintf('Chirp vs Traditional, %s,PSNR= 40dB',im))
xlabel('Q Factor')
ylabel('Bit Error Rate (%)')
legend('Spatial PN','Spectral PN','Chirp')
grid on

11.2. RotationBER40dB.m
clear all
close all

load vuseal
seal = vuseal;

eps=l .e-06;
cmprate = 50;

%Variables: sync, psnr, qfactor
sync= 1;
qfactor= 50;
PSNR = 40;%38.59;
wmag = 255*10A(-PSNR/20)*sqrt(2);

betarange = [0:.001:.025];
fOmg = [0:0.01:.5]; %2D range

N 512; % size of picture (one side)
M 32; % size of wm (one side)
R = 8; % size of pixel block (one side)

K = N/R/M; % number of blocks / wm (linear: actual number of blocks is KA2)
KR=K*R;
KR2 = (K*R)A2; % total size of the wm block
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MO=M;

X-tot =zeros(MO*KR);

rand('seed',1 00);

minpair = zeros(16,6);

tl=[O:15].';
t2= t1;

% figure
% imagesc(abs(specwm))

"% figure
"% imagesc(real(specwm))

% figure
% imagesc(imag(specwm))

[Ti ,T2]=meshgrid(0:1 5,0:15);

varerror = ones(l 4,1 3)*1 0000000;

%errormat =zeros(1 9,18);

%errormatcmp = zeros(1 9,1 8);

fO = fOrYng(1 2);
beta =beta_range(7);

wl= expoj*pi*beta*(T1.A 2 + T2.A 2) +Ij*2*pi*fo*(T1 T2))*wmag;
wi real(wl);
wl round(wl - mean(mean(wl)));

1 0*Iogl 0(255A 2/(sum(sum(abs(wl ).A 2))/256))

"% figure(1)
"% subplot(121)
"% imagesc(wl)
"% colormap(gray)
"% title(QChirp Watermark')
"% axis square
"% axis off
"% xiabel('16')
"% ylabet('16')
"% subplot(1 22)
"% imagesc(wpn)
"% colormap(gray)
"% title('PN Watermark')
"% axis square
"% axis off
"% xlabeIl'6')
"% ylabel('16')

%load lena_gray
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% image = imread(QLenaGray5l2.tif');
% image = double(image);
image= zeros(N,N);
% image =image - round(mean(mean(image)));

iblock =0;

for iloop~l:MO;
for jloop=1 :M0;

iblock iblock + 1;

tmpOl (ihoop-i )*KR+I1 :KR];
tmp02 = (loop-l )*KR+t1 :KR];

s =image(tmpOl ,tmpO2); %original picture block

y = tfrdc_-2Dnewchirp(s,tl ,beta,fO);
spec(iblock) = y

%w = w * seal(iloop,jloop);
%w = real(wl*seal(iloopjloop));
%w = round(w - mean(mean(w)));

wChirp =wl*seal(iloop,jloop);
xChirp, s + wChirp;

y = tfrdc_-2Dnewchirp(xChirp,tl,beta,f0);
specadd(iblock) =y

xChirptjot(tmpOl ,tmp02) = xChirp;
%tf2(iloop,jloop) = sign(real(tfrdc 2Dnewchirp(x,tl ,beta,fO)))/2+0.5;

end
end

pheta= 0:1:10;
blkSl16;
if(sync=l)

sideBS= 81;
else

sideBS= 76;
end

newMO= floor((N-(2*sideBS))/bIkS);
limitBS= neWMO*blkS+sideBS-1;
for counter= 1:Iength(pheta)

m= imrotate(xChirptýot,pheta(counter),'bicubic',crop');
nonBS(:,:,counter)= m(sideBS:IimitBS,sideBS:limitBS);

% figure(1)
% imagesc(nonBS)
"% colormap(gray)
"% axis square
"% axis off
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imwrite(uint8(nonBS(:,:,counter)),lIenaRotateChirp.jpg',jpeg','Quality',qfactor)
compChirplmage(:,:) = double(imread('lenaRotateChirp.jpg'));

for iloop=1:newMO
for jloop~1 :newM0

tmpOl = (iloop-l)*KR+[l:KR];
tmp02 = (jloop-l)*KR+[1:KR];

compChirpBlock = compChirplmage(tmpOl ,tmpO2);
tfChirp(iloop,jloop) = sign(real(tfrdc_2Dnewchirp(compChirpBlock,tl ,beta ,fO)))12+0.5;
end

end
if(sync==1)

.chirpErr(counter)= sum(sum(abs((seal(6:26,6:26) > 0)'*1 - tfChirp(: ,:))));%Sychronized
else

chirpErr(counter)= su m(sum(abs((seal(6:27,6 :27) > 0)*1 - tfChirp(:,:))));%desychronized
end

end%angle rotation loop

nmChirpErr-- chirpErr./(newM0*n ewM0)* 1 00; %Normalized

"% Displaying rotated images in pairs
"% for picOO0:2:8
"% for pic~l=:2
"% figure(l)
"% subplot(1 ,2,picl)
% imshow(nonBS(:,:,picO4-picifll)
% axis square
"% axis off
"% end
% pause
"% end

"% % Displays original image vs 1 degee of rotation
"% figure(l)
"% subplot(1,2,1)
"% imshshow(nonBS(:,:,l),[])
% axis square
% axis off
"% xiabel(sprintf('BER= %2.3f`,nmChIrpErr(1 )))

"% subplot(1 ,2,2)
"% imshow(nonBS(:,:,2),I1)
% axis square
% axis off
"% xlabel(sprintfQ'BER= %2.3f',nmChirpErr(2)))
"% title(sprintf('Rotated by %d degree(s)',1))

figure(1)
plot(pheta,nmChirpErr,'-rs')
% set(gca,'XTick',[O:1 5:360])
set(gca,'XTick',[0:1 :1 0])
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axis tight
title(sprintff 'Rotated Lena w/ Chirp, PSNR= 40dB, f_0= %2.4f, Beta= %2.4f, Q=
%d',fO ,beta,qfactor))
xlabel (Rotation angle')
ylabel('Bit Error Rate (%)')
grid on
set(gca,'GridLineStyle','-')

% temp= [1: 11 ]*(nan)
% for a=1:1 1
"% figure(1)
"% temp(a)= nmChirpErr(a);
"% plot(pheta,temp,'-rs')
"% axis([0 10 0 55])
"% title(sprintf('Rotated Lena wI Chirp, PSNR= 40dB, f0O= %2.4f, Beta= %2.4f, Q=
%d' ,fO,beta,qfactor))
% xlabel('Rotation angle')
% ylabel('Bit Error Rate(%'
% grid on
% set(gca,'GridLineStyle','-')
% pause
% end

% if(sync==1)
% save rotateBERsync50;%Sychronized
% else
% save rotateBERdsync5O;%desychronized
% end

% save ChirpBER chirpErr, pnErr, compChirplmage, compPNimage;

11.3. ShiftLenaBER.m
%Christopher Fleming
%This program takes the Lena image and shifts it determine its effects on BER
clear all
close all

% load vu-seal
% seal = vu--seal;

%random seal
seal= rand(32);
seal(flnd(seal>=.5))=1;
seal(find(seal<.5))=-1;

eps=1 .e-06;
cmprate =50;

%Variables: psnr, qfactor
qfactor= 50;
PSNR =40;%38.59;
wmag = 255*1 0A(-PSNRI20)*sqrt(2);

beta-range = [0:.001:.025];
fOjmg = [0:0.01 :.5]; %2D range
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N = 512; % size of picture (one side)
M = 32; % size of wm (one side)
R 8; % size of pixel block (one side)

K = N/R/M; % number of blocks / wm (linear: actual number of blocks is KA2)
KR = K* R;
KR2 = (K*R)A2; % total size of the wm block
MO=M;

rand('seed',100);

t1 =[0: 15].';

t2 = t1;

[11 ,T2]=meshgrid(0:l 5,0:15);
fO = f0_rng(12);
beta = betarange(7);

wl= exp(j*pi*beta*(Tl .A2 + T2.A2) + j*2*pi*fO*(T1 + T2))*wmag;
wl = real(wl);
wl = round(wl - mean(mean(wl)));

%Disp PSNR in cmd window
10*log10(255A2/(sum(sum(abs(wl ).A2))/256))

"% figure
"% subplot(1 21)
"% imagesc(wl)
"% colormap(gray)
"% title('Chirp Watermark')
% axis square
% axis off
% xlabel('16')
% ylabel('16')
% subplot(1 22)
% imagesc(wpn)
"% colormap(gray)
"% title('PN Watermark')
"% axis square
"% axis off
"% xlabel('16')
"% ylabel('16')

%load lena_gray
image = imread('LenaGray512.tif');
image = double(image);
% image = image - round(mean(mean(image)));

%%%%%%%%%%%%%%%%%%% Create Watermark

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

iblock = 0;
for iloop=l :MO;

for jloop=l :M0;

iblock = iblock + 1;
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tmp02 = (jioop-l)*KR+[1:KR];

s = image(tmpOl ,tmpO2); %original picture block

y =tfrdc_-2Dnewchirp(s,tl ,beta,fO);
spec(iblock) = y

%w =w * seal(iloop,jloop);
%w = real(wl*seal(iloop,jloop));
%w =round(w - mean(mean(w)));

wChirp =wl*seal(iloop~jloop);

x~hirp =s + wChirp;

y = tfrdc_-2Dnewchirp(x~hirp,tl ,beta,fO);
specadd(iblock) =y

xChirptot(tmpOl ,tmpO2) = xChirp;
%tf2(iioop,jloop) =sign(real(tfrdc-2Dnewchirp(x,tl ,beta,fO)))12+0.5;

end
end

%%%%%%%%%%%%%%%%%%%/0 Shift Image

shiftMax= 70;
shift= 0:1 :shiftMax;
blkS= 16;

sideBS= 81;
newM0= floor((N-(2*sideBS))/blkS);
limitBS= newM0*blkS+sideBS-1;
% scalelm= image(sideBS:IimitBS+shiftMax+1 ,sideBS:IimitBS+shiftMax+1);
% scalelm= image(sideBS:IimitBS,sideBS:IimitBS);
% [sR,sC]= size(scalelm);
% shiftM= ones(sR,sC,Iength(shift));

for shiftC= 1 :Iength(shift)
% shiftlm=
scalelIm( 1 +shift(shiftC):IimitBS+shift(shiftC),sideBS +shift(shiftC):li mitBS+shift(shiftC));

shiftlm(:,:,shiftC)= xChirptot(
(sideBS+shift(shiftC)):(IimitBS+shift(shiftC)),(sideBS+shift(shiftC)):(IimitBS+shift(shiftC)))
"% figure.
"% imshow(shiftM,[])
"% axis square
"% axis off

imwrite(uint8(shiftlm(:, :,shiftC)),lIenaShiftChirp.jpg','jpeg','Qu ality',qfactor)
compChirplmage = double(imread('IenaShiftChirp.jpg'));

for iloop=l :newM0
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tmpOi = (Hloop-i )*KR+1i :KR];
tmp02 = (jloo p-i )*KR+Ii :KR];

compChirpBlock = comp~hirpI mage(tmpO 1,tmpO2);
tfChirp(iloop,jloop) = sign(real(tfrdc_2Dnewchirp(compChirpBlock,ti beta ,fO)))12+0.5;
end

end%detection loop
chirpErr(shiftC)= sum(sum(abs((seal(6:26,6:26) > 0y) 1 - tfChirp(: ,:))));%Sychronized

end%shift loop

nmChirpErr-- chirpErr./(newMO*newMO)*i 00; %Normalized

"% figure(i)
"% subplot(i ,2,i)
"% imshow(shiftlm(:,:,i),O)
% axis square
"% axis off
"% xlabel(sprintfQB1ER= %2.3f',nmChirpErr(i )))
"% title('Origianl')
"% subplot(i ,2,2)
"% imshow(shiftlm(:,:,2),O)
% axis square
% axis off
% shiftDispi1;
% xlabel(sprintf('BERý_ %2 .3f`,nmChirpErr(shiftDisp+i )))
% title(sprintf('Shifted by %d pixel(s)',shiftDisp))

figure(2)
plot(shift,nmChirpErr,'-rs')
% set(gca,'XTick',[0:i 0])
title(sprintffQShifted Lena wI Chirp, PSNR= 40dB, f 0= %2.4f, Beta= %2.4f, Q=
%d',fO,beta,qfactor))
xlabel('Shifted Pixel(s)')
ylabel('Bit Error Rate (%~))
grid on
set(gca,'GridLineStyle','-')

"% figure(3)
"% for shiftC= i:5:length (shift)
"% imshow(shiftlm(:,:,shiftC),fl);
% pause
% end

"% save shiftBERq50randseal0_50;
"% save ChirpBER chirpErr, pnErr, compChirplmage, compPNimage;

11.4. LogPolarMapping.m
function output lIogpolarmap(m,mode)
%logpolarmap.m computes either forward or inverse log-polar map. The Fourier-Mellin
%transform can then be obtained by running FFT2 on the LPM array. LPM array is saved
%in a file for further processing. If rotation, translation or scaling is applied to input image
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%pad the image first.
% m: input image(square).
"% mode: string to specify forward or inverse LPM.
"% usage: logpolarmap(image array,'forward') for forward LPM and
"% logpolarmap(lpm image ,'inverse') for inverseLPM. For consistent
% results use logpolarmap.mn and invert l pm.m together.
%(c) 2005 Bijan G. Mobasseri & Christopher E. Fleming

%normalize image

%setup variables
n=length(m);
center=(n+1 )12;
d=(n-1 )12;
r= logspace(OjloglOi(d),n);
theta = linspace(0,2*pi,n+1); theta(end)=1;

%coordinate conversion produces nonuniform grid
x=r'*cos(theta)+center;
y=r`*sin(theta)+center;

if strmatch(mode,'forward')
%do LPM
%find pixel values on uniform grid
output- interp2(m,x,y,'cubic);
save logpolarForw

elseif strmatch(mode,'reverse')
% Reverse Interpolation w/ griddata
c= linspace(1 ,n,n);
r= linspace(1 ,n,n);
IyC,xCI= meshgrid(r,c);
output= grid data(x,y, m,yC ,xC,'cubic');
%Add a NaN removal algorithm
save IogpolarRev

else
error('Please Enter a String: reverse or Forward')

end

"% %dispaly images
"% subplot(21 1)
"% imshow(m,fl)
"% title('ORIGINAL','fontsize', 14)
"% subplot(212)
"% imshow(mjlpm,Dj)
"% titleQLIPM OF ORIGINAL',fontsize', 14)
"% %horizontal is theta, vertical is rho
"% %origin is at upper left left

11.5. ChirpOnlyRotflisp.m
%Christopher E. Fleming
"% This program uses a watermark with no cover image, therefore it is the
"% strongest possible signal. It displays a rotated version of the watermark
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% dependent on its rotation

clear all
close all

blkSize= 256;
region =0;
rotAngle= 6;

if(blkSize == 512 11 blkSize == 256)
region =0;

end

fName= cat(2,'rotBERl OChirp4Od BBIk num2str(blkSize),'Region',num2str(region));

load(fName)
% figure
% imshow(chirpOnly,lJ);
% title('Originar')

% figure
% gridlm= blkGrid(KR,rotChirp(:,:,rotAngle+1));
% imshow(gridlm,jfl;
% title(QRotated, No Regions Removed')

"% figure
"% gridRegion= blkGrid(KR,nonBS(:,:,rotAngle+1 ));
"% imshow(gridRegion,[]);
"% title(sprintf('Grid Synchronized Looking Glass, Angle= %d, Blk= %d, Region=
%d',rotAngle,KR,region));

% Display any blocksize rotated with a grid
figure
gridRegion= blkGrid(KR,imrotate(chirpOnly,rotAngle,'bicubic','crop'));
imshow(gridReg ion, 0);

11.6. BERRegionSingfflk.m
% Christopher E. Fleming
% April 2005
% Chirp Only BER Plots w/o Black Space. it uses synchronized regions of the
% image. Displays several region removals -for a single blk size.
clear, close all

blk= 16;
angles= [0:1:15];

if(blk==1 28)
load rotBERi OChirp4OdB_-Blki 28RegionO chirpErr
load rotBERi OChirp4OdB_-Blki 28Regiono chirpOnly
load rotBERI OChirp4OdB_Blki 28Regiono detSeal
errRegO= chirpErr;
chirpRegO= chirpanly;
[r,c,ang]= size(detSeal);
regObits= r*c;
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load rotBER106hirp4OdB -Blkl28Regionl chirpErr
load rotB ERi OChirp40d B Biki 28 Region 1 chirpOnly
load rotBER 1OChirp4Od BBlkl 28 Regionl1 detSeal
errRegl= chirpErr;
chirpRegl= chirpOnly;
tr~c,ang]= size(detSeal);
reg 1bits= r*c;

load rotBERi OChirp4Od BBikI28Regionl PSN R
load rotBERI OChirp4OdBBlki 2BRegion 1 fO
load rotBERI OChirp4OdB Blki 28Region 1 beta

figure
plot(angles,errRego* 100,'-ks',angles,errReg1 *1 00,'-rs')
legend (sprintf('Region 0, Bits: %d',regObits),sprintf('Region 1, Bits:%d',reg 1 bits))
title(sprintf('Chirp, PSNR= %ddB, f_0= %2.4f, Beta= %2.4f,Blk

Size=%d',PSNR,fO,beta,blk))
xlabel('Rotation')
ylabel('Bit Error Rate (%)')
grid on
set(gca,'GridLineStyle',-')

elseif(blk==64)
load rotBERi OChirp4Od BBlk64RegionO chirpErr
load rotBERI OChirp4Od B -Blk64RegionO chirpOnly
load rotBERI OChirp4OdB Blk64RegionO detSeal
errRegO= chirpErr;
chirpRegO= chirpOnly;
fr,c,ang]= size(detSeal);
regObits= r*c;

load rotB ERi1 OChirp4Od B Blk64 Region 1 chirpErr
load rotBERlOChirp4OdB Blk64Regionl chirpOnly
load rotB ERI OC hirp40d B Blk64 Region 1 detSeal
errRegl1= chirpErr;
chirpP~egl= chirpOnly;
[r,c,ang]= size(detSeal);
regl1bits= r*c;

load rotBERi OChirp4Od BBlk64Region2 chirpErr
load rotBERi OChirp4OdB Blk64Region2 chirpOnly
load rotBERi OChirp4OdBBlk64Region2 detSeal
errReg2= chirpErr;
chirpReg2= chirpOnly;
[r,c,angj= size(detSeal);
reg2bits= r*c;

load rotBERi OChirp4OdBBlk64Region3 chirpErr
load rotBERlOChirp4OdB Blk64Region3 chirpOnly
load rotBERi OChirp4OdBBlk64Region3 detSeal
errReg3= chirpErr;
chirpReg3= chirpOnly;
[r,c,ang]= size(detSeal);
reg3bits= r*c;

load rotBERi OChirp4Od BBlk64Region3 PSNR
toad rotBERlOChirp4OdB Blk64Region3 fO
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load rotBERi OChirp4Od B_Blk64Region3 beta

figure
plot(angles,errRego* 1 0,'-ks',angles,errRegl *100,'-rs',angles,errReg2*1 00,'-

bs',angles,errReg3*1 00',*-gs')
legend (sprintf('Region 0, Bits: %d',regObits),sprintf('Region 1,

Bits:%d',regl bits),sprintfQ'Region 2, Bits: %d',reg2bits),sprintf('Region 3, Bits: %d',reg3 bits))
title(sprintf('Chirp, PSNR= %ddB, f_0= %2.4f, Beta= %2.4fBlk

Size= %d%,PSNR,fO,beta, blk))
xlabel('Rotation')
ylabelQ'Bit Error Rate (%)')
grid on
set(gca,'GridLineStyle',-')

elseif(blk==32)
load rotBERi OChirp4OdB_Biki 6RegionO PSNR
load rotBERI OChirp4OdBBlki 6RegionO fO
load rotBERi OChirp4OdB_BlkI 6RegionO beta

load rotBERi OChirp4Od B_Blk32RegionO chirpErr
load rotBERlOChirp4OdBBlk32RegionO chirpOnly
load rotBERlOChirp4OdBBlk32RegionO detSeal
errReg0= chirpErr;
chirpRegO= chirpOnly;
[r,c,ang]= size(detSeal);
reg~bits= r*c;

load rotB ERl OChirp4Od BBlk32 Regionl1 chirpErr
load rotB ER1 OChirp4Od BBlk32 Region 1 chirpOnly
load rotBERi OChirp4OdB_Blk32Region 1 detSeal
errRegl= chirpErr;
chirpRegi = chirpOnly;
[r,c,ang]= size(detSeal);
reg 1bits= r*c;

load rotBERI OChirp4OdB_-Blk32Region2 chirpErr
load rotBERlOChirp4OdBBlk32Region2 chirpOnly
load rotBERi OChirp40d BBlk32Region2 detSeal
errReg2-- chirpErr;
chirpReg2= chirpOnly;
[r,c,ang]= size(detSeal);
reg2bits= r*c;

load rotBERi OChirp4OdB_-Blk32Region3 chirpErr
load rotBERi OChirp4OdBBlk32Region3 chirpOnly
load rotBERi OChirp4Od B_Blk32 Region 3 delSeal
errReg3= chirpErr;
chirpReg3= chirpOnly;
[r,c,ang]= size(detSeal);
reg3bits= r*c;

load rotBERlOChirp4OdB_-Blk32Region4 chirpErr
load rotBERlOChirp4OdBBlk32Region4 chirpOnly
load rotBERi OChirp4Od BBlk32Region4 detSeal
errReg4= chirpErr;
chirpReg4= chirpOnly;
[r,c,angl= size(detSeal);
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reg4bits= r*c;

load rotB ERl1OChirp4OdB BBk32 Region 5 chirpErr
load rotBERi OChirp4Od B-Blk32Region5 chirpOnly
load rotB ERI OChirp4Od BBlk32 Region 5 detSea I
errReg5= chirpErr;
chirpReg5~= chirpOnly;
tr,c,ang]= size(detSeal);
reg5bits= r*c;

load rotBERi OChirp4Od BBlk32Region6 chirpErr
load rotBERI OChirp4OdBBlk32Region6 chirpOnly
load rotBERi OChirp4OdB Blk32Region6 detSeal
errReg6= chirpErr;
chirpReg6= chirpOnly;
[r,c,ang]= size(detSeal);
reg6bits= r*c;

load rotBERI OChirp4OdB BBk32 Region 7 chirpErr
load rotBERi OChirp4Od B Blk32Region7 chirpOnly
load rotBERI OChirp4OdBBlk32Region7 detSeal
errReg7= chirp Err;
chirpReg7= chirpOnly;
[r,c,ang]= size(detSeal);
reg7bits= r*c;

figure
plot(angles ,errRegO* 1 O,'-ks',angles,errRegl * 1 O,'rs',angles,errReg2* 100,'-

bs',angles,errReg3*1 00','gs',angles,errReg4*1 00','ms',angies,errReg5* 100,'-
ys',angles,errReg6*1 00,'-cs',angles,errReg7* 100,'-kx')

legend(sprintf('Region 0, Bits: %d',regObits),sprintffQRegion 1,
Bits:%d',regl bits),sprintf('Region 2, Bits: %d',reg2bits),s printf('Region 3,
Bits: %d',reg3bits),sprintfQ'Region 4, Bits: %d',reg4bits),sprintf(QRegion 5,
Bits: %d',reg5bits),sprintf('Region 6, Bits: %d',reg6bits),sprintf('Reg ion 7, Bits: %d',reg7 bits))

title(sprinff('Ghirp, PSNR= %ddB, f_0= %2.4f, Beta= %2.4f,Blk
Size=%d',PSNR,f0,beta,blk))

xiabel('Rotation')
ylabel('Bit Error Rate (%~))
grid on
set(gca,'GridLine Style','-')

elseif(blk==16)
load rotBER100hirp40dBBlk16RegionO PSNR
load rotBERI OChirp4Od BBlki6RegionO fO
load rotBERI OChirp4OdB Blki 6RegionO beta

load rotBERI OChirp40d BBlkI6RegionO chirpErr
load rotBERI OChirp4OdB Blki 6RegionO chirpOnly
load rotBERI OChirp4OdB Biki 6RegionO detSeal
errRegO= chirpErr;
chirpReg0'= chirpOnly;
tr,c,ang]= size(detSeal);
regObits= r*c;

load rotBERI OChirp4OdBBlki 6Region I chirpErr
load rotBERI OChirp4OdB-Blki 6Region 1 chirpOnly
load rotBERI 0Chirp40dB BlkI 6Region 1 detSeal
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errRegl1= chirpErr;
chirpRegi = chirpOnly;
[r,c,ang]= size(detSeal);
regi bits= rec;

load rotBERi OChirp4OdB_Biki 6Region2 chirpErr
load rotBERi OChirp4Od B_Biki 6Region2 chirpOnly
load rotB ERi OChirp4Od BBiki 6 Region 2 detSeal
errReg2= chirpErr;
chirpReg2= chirpOnly;
[r,c,ang]= size(detSeal);
reg2bits= r*c;

load rotBERi OChirp4OdB_Biki 6Region3 chirpErr
load rotBERi OChirp4OdB_-Blki 6Region3 chirpOnly
load rotBERi OChirp4OdBBlki 6Region3 detSeal
errReg3= chirpErr;
chirpReg3= chirpOnly;
[r,c,ang]= size(detSeal);
reg3bits= r*c;

load rotBERI OChirp4OdBBlki 6Region4 chirpErr
load rotBERi OChirp4OdB_-Blki 6Region4 chirpOnly
load rotBERlOChirp4OdBBlkl6Region4 delSeal
errReg4= chirpErr;
chirpReg4= chirpOnly;
fr,c,ang]= size(detSeal);
reg4bits= r*c;

load rotBERl OChirp4OdB_Blkl 6Region5 chirpErr
load rotBERi OChirp4OdBBlki 6Region5 chirpOnly
load rotBERi OChirp4Od BBlki6Region5 detSeal
errReg5= chirpErr;
chirpReg5= chirpOnly;
[r,c,ang]= size(detSeal);
reg5bits= r*c;

load rotBERI OChirp4OdB_BlkI 6Region6 chirpErr
load rotBERI OChirp4OdBBlki 6Region6 chirpOnly
load rotBERi OChirp4Od B_Biki 6Region6 detSeal
errReg6= chirpErr;
chirpReg6= chirpOnly;
[r,c,ang]= size(detSeal);
reg6bits= r*c;

load rotBERi OChirp4OdB_-Blki 6Region7 chirpErr
load rotBERlOChirp4OdBBlkl6Region7 chirpOnly
load rotBERi OChirp4OdBBlki 6Region7 detSeal
errReg7= chirpErr;
chirpReg7= chirpOnly;
[r,c,ang]= size(detSeal);
reg7bits= r*c;

load rotBERi OChirp4OdB BBkI 6Region8 chirpErr
load rotBERi OChirp4OdCBiki 6Region8 chirpOnly
load rotB ERi OC hirp4Od BBlki 6 Region 8 d etSeal
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errReg8= chirpErr;
chirpReg8= chirpOnly;
[r,c,ang]= size(detSeal);
reg8bits= r*c;

load rotBERI OChirp4OdBBlki 6Region9 chirpErr
load rotBERI OChirp4OdBBlki 6Region9 chirpOnly
load rotBERI OChirp4Od BBlki6Region9 detSeal
errReg9= chirpErr;
chirpReg9= chirpOnly;
[r,c,ang]= size(detSeal);
reg9bits= r*c;

load rotBERI 0Chirp40dB Biki 6Region 10 chirpErr
load rotBERI OChirp40d BBiki6Region 10 chirpOnly
load rotBERI 0Chirp40dB BBki 6 Region 10 delSeal
errRegl 0 chirp Err;
chirpReglO= chirpOnly;
[r,c,ang]= size(detSeal);
reg 1 Obits= r*c;

load rotBERI O~hirp4Od BBlki6Region 11 chirpErr
load rotBER I O~hirp40d BBlki 16 Region 11 chirpOnly
load rotBERI OChirp4OdBBlki 6Region 11 detSeal
errReg 11 chirpErr;
chirpRegi 1 =chirpOnly;
[r,c,ang]= size(detSeal);
reg 11 bits= r*c;

load rotBERi O~hirp4OdB -Blki 6Region 12 chirpErr
load rotBERi OChirp4Od B -Blki 6Region 12 chirpOnly
load rotBERi OChirp4OdB Blki 6Region 12 detSeal
errRegl 2= chirpErr;
chirpRegi 2= chirpOnly;
[r,c,ang]= size(detSeal);
regl12bits= r*c;

load rotBERi OChirp4Od B Blki 16Region 13 chirpErr
load rotBERlOChirp4OdB Blkl6Regionl3 chirpOnly
load rotBERi OChirp40d BBlki6Region 13 detSeal
errReg 13= chirpErr;
chirpRegi 3= chirpOnly;
[r,c,ang]= size(detSeal);
regl13bits= r*c;

load rotBERi OChirp4OdB -Blk1 6Region 14 chirpErr
load rotBERi OChirp40d B -Blki 6Regionl 4 chirpOnly
load rotBERi OC hirp40d B Blki 6 Region 14 detSeal
errReg14= chirpErr;
chirpRegl4= chirpOnly;
tr,c,ang]= size(detSeal);
regl4bits= r*c;

load rotB ERi OChirp40d B Blki 6 Region 15 chirpErr
load rotBERi OChirp4Od BBlki6Region 15 chirpOnly
load rotBERi1 OChirp4OdB BBki 6 Region 15 detSeal
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errReg 5= chirp Err;
chirpRegl15= chirpOnly;
[r,c,ang]= size(detSeal);
regl15bits= r*c;

figure
plot(angles,errRego* 100,'-ks',angles,errRegl *1 00,'-rs',angles,errReg2* 100,'-

bs',angles,errReg3*1 00','-gs',angles,errReg4*1 00','-ms',angles,errReg5*1 00,'-
ys',angles ,errReg6*1 00,'-cs',angles,errReg7*1 00 ,'-kx',angles,errReg8*1 00,'-
rx',angle~s,errReg9*1 00,'-bx' ,angles,errReg 10*1 00,'-gx',angles,errReg 11* 100,,'-
mx',angles,errRegl 2*1 00,'-yx',angles,errRegl 3*100 ,'-cx',angles,errRegl 4*100,'-
ko',angles,errReg1 5*1 00,'-ro')

legend(sprintf('Region 0, Bits: %d',regObits),sprintf('Region 1,
Bits:%d',regl bits),sprintf('Region 2, Bits: %d',reg2bits),sprintf('Region 3,
Bits: %d',reg3bits),sprintf('Region 4, Bits: %d',reg4bits),sprintf('Region 5,
Bits:%d',reg5bits),sprintf('Region 6, Bits: %d',reg6bits),sprintf('Region 7,
Bits: %d',reg7bits),sprintf('Region 8, Bits: %d',reg8bits),sprintf('Region 9,
Bits: %d',reg9bits),sprintf('Region 10, Bits:%d',regl1Obits),sprintf('Region 11,
Bits:%d',regl 1 bits),sprintf('Reg ion 12, Bits:%d',regl 2bits),sprintf('Region 13,
Bits: %d',reg 1 3bits),sprintf('Reg ion 14, Bits:%d',regl 4bits),sprintf('Region 15,
Bits: %d',reg1 5bits))

title(sprinff('Chirp, PSNR= %ddB, f_0= %2.4f, Beta= %2.4fBlk
Size=%d',PSNR,f0,beta, blk))

xlabel('Rotation')
ylabel('Bit Error Rate (%)')
grid on
set(gca,'GridLineStyle','-')

else
error('NO DATA')

end

11.7. InvarChirpOnly.m
%Christopher E Fleming

close all
clear all

NAME= 'Chirp';
PSNR= 40;

N =512; % size of picture (one side)
R = 8; % size of pixel block (one side)
"% size of wm matrix(one side)
"% M = 32; %16x16
"% M =16; %32x32
"% M = 8; %64x64
"%M =4; %128x128
M =2; %256x256
% M =1; %512x512

K = N/R/M; % number of blocks Iwm (linear: actual number of blocks is KA2)
KR = K * R;
KR2 = (K*R)A 2; % total size of the wm block
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MO=M;

region=0;
%Only certain block sizes can specific regions
"% region=0: all Blk(includes black space)
"% region=.l: 128x1 28- 16x16
"% region=2-3: 64x64- 1 6x1 6
"% region=4-7: 32x32- 16x1 6

rand('seed',1 00);
if KR== N

seal=1;
bits= '10';

else
"%load vu seal
"% seal = vu-seal; % VU seal
"% seal= sign(rand(M,M) - .5); % random seal 111,-11
% bits= 'I-i';
seal= abs(sign(sign(rand(M,M) - .5)-11)); % random seal {11,01
bits= '10';

end

%Re-creates a block(16x16) of the chirp
beta-range = [0:.001:.0251;
% fO_rng =[0:0.01:.5]; %2D range
forng =[0:0.01 :.25]; %better range
fO =f0_rng(1 2);
beta = betaLrange(7);

[TI ,T2]=meshgrid(0: KR-i ,0: KR-i);
%image block Watermarks
wmag = 255*1OA(-PSNR/20)*sqrt(2);
w= expoj*pi*beta*(T1 .A2 + T2.A 2) + j*2*pi*fO*(TI + T2))*wmag;
w =real(w);
w = round(w - mean(mean(w)));

%Comparison Watermark
wl= expaj*pi*beta*(T1 A 2 + T2.A 2) + j*2*pi*fO*(T1 + T2))*1;%*wmag;
wi real(wl);
wl round(wl - mean(mean(wl)));

lopoW= logpolarmap(wl ,'forward');
lopoW(find(isnan(lopoW)))=0;
invaW= abs(fft2(lopoW));

figure(1);
subplot(1 21); imshow(w,a)
title(sprintf(lmage Block Chirp, PSNR= %ddB', PSNR))
subplot(122); imshow(wl 4])
title(sprintf('Comparison Chrip'))

%%%%% Embeding
for iloop~l:MO;

for jloop=1 :MO;
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tmp02 =(jloop-l )*KR+[1 :KR];

chirpOnly(tmp~l ,trnpO2)= w*seal(iloop~jloop);
% lopoChirpOnly(tmpOl1,tmp02)= log polarmap(wCh irp,'forward'); %Log Polar Chirp only
% lopoChirpOnly(find(isnan(lopoChirpOnly)))=0;
% invaChirp(tmpOl ,trnp02)= abs(fft2(lopoChirpOnly(tmpOl1,tmpO2)));% FFT

end
end

figure(2); imshow(chirpOnly~jj); title(sprintf('Chirp, Blk= %d, PSNR= %ddB'XKR,PSNR));

%%%%% Rotation & Detection
% angles= 360-[0:1:15];%CW
angles= [0:1 :15];%CCW
for rot-- 1:length (angles)

posC=O;
negC=0;
rotChirp(:,:,rot)= imrotate(chirpOnly,ang les(rot),'bicubic','crop'); %Chirp Only Uncompressed

%Removes Blackspace for specifc block sizes
if(KR==512 11 KR== 256)

region=0;
endL=MO;
newM0= MO;
non BS(:,:,rot) =rotChirp(:,:, rot);

else
sideBS= KR*region;%81 ;%1 6x1 6
newMO= floor((N-(2*sideBS))/KR);
limitBS= newMo*KR+sideBS;
nonBS(:,:,rot)= rotChirp(sideBS+1 :limitBS,sideBS+1 :limitBS,rot);
endL= newMO;

% [R,C]= size(rotCompChirp);
end

% % Displays both versions of rotation: one as the normal version and the as the looking
glass.
% figure
% subplot(121); imshow(rotChirp(:,:,rot),Ifl;
% title(sprintf('Synchronized Looking Glass, Angle= %d, Blk= %d, Region=
%d',angles(rot),KR,region));
% subplot(122); imshow(blkGrid(KR,nonBS),(]);

% % Displays the rotated blocks with a grid
"% figure
"% grid lm= blkGrid(KR,nonBS);
% imshow(gridlmjj);
% title(sprinff('Grid Synchronized Looking Glass, Angle= %d, Blk= %d, Region=
%d',angles(rot),KR,region));

for iloop=1 :endL-
for jloop=1 :endL

tmpol = (iloop-1 )*KR+tl :KRJ;
tmp02 = (jloop-l )*KR+L1 :KR];

rotLopoChirp= logpolarmap(nonBS(tmpOl ,tmpO2,rot),'forward');
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rotLopo~hirp(find(isnan(rotLopoChirp)))=O;
fRotLopoChirp= abs(fft2(rotLopoChirp));

%Without Noise(aka Cover Image)
[rTemp,cTemp]= size(fRotLopoChirp);
cox(iloo p~jloop, rot)=

dot((fRotLopoChirp),invaW(1 :rTemp,1 :cTemp))/sqrt(dot((fRotLopoChirp),(fRotLopoChirp)));

% ~posC= posC + 1;
% posSeal(posC,rot)= cox(iloop,jloop,rot);

% else
% negC= negC + 1;
% negSeal(negC ,rot)= cox(iloop,jIoop,rot);

% end

% wmCor= xcorr2(fRotLopoChirp,invaW);
% maxCor(iloop,jloop,rot)= max(max(wmCor));
% figure
% mesh(wmCor(iloop,jloop,rot))
% title(sprintfQ'Correlation On-off, Blk=%d, Bit=%d, Q=%d,

Rot--%d',KR,seal(iloop,jloop),qfactor,angles(rot)));
%xlabel(sprintf('max= %d', max(max(wmCor(iloop~jloop ,rot)))))
% ylabel(sprintf('X= %d, Y= %d', iloop~jloop))
% if(maxCor >= 5e+08)

% detSeal(iloop~jloop)= 1;
% else

% detSeal(iloop,jloop)= 0;
% end
end%End of Column Loop

end %End of Row Loop

if(KR-=51 2)
cox0(:,:,rot)= cox(:,:,rot)- mean(mean(cox(:,:,rot)));%Zero mean or Zero threshold

else
cox0(:,:,rot)= cox(:,:,rot);

end

detSeal(:,:,rot)= zeros(endL,endL);
[posR,posC]= find(cox0(:,: ,rot) > 0);
for setB= I :Iength(posR)
detSeal(posR(setB),posC(setB),rot)= 1;
end

%Plot Distribution
"% figure(5)
"% subplot( 121); hist(negSeal(:,ot),50); title('Negative Ones');
"% xlabel(sprinff('%s %ddB, BLK=%d, 1w Compressed',NAME,PSNR,KR))
"% subplot(1 22); hist(posSeal(jot),50); title('Positive Ones');
"% xlabel(sprintf('Both Distibutions, Angle= %d',angles(rot)))

chirp Err(rot)=length(find ((d etSeal (:,:,rot) - seal(1 +region :end-region, 1 +region:end-
region))-~0))/(newM0*newM0);
end% End Rotation Loop
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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figure
plot(angles,chirpErr*1 00,'-rs')
% axis([0 330 0 100])
title(sprintfQ'%s, PSNR= %ddB, Blk=%d, f-0= %2.4f, Beta= %2.4f,
Region=%d',NAME,PSNR,KR,fO,beta,region))
xlabel('Rotation')
ylabel('Bit Error Rate (%)')
grid on
set(gca,'GridLineStyle','-')

save(cat(2,'rotBER',bits,NAME,num2str(PSN R),'dBBik',num2str(KR),'Region',num2str(regio
n)));

11.8. BlkGrid -m
function grd Im= blkGrid(blkSize,im)

"% blkSize: size of the one side of the square block
"% im: Image the grid will be located on

LR,CI= size(im);
r= R/blkSize;
c= C/blkSize;
gColor= max(max(im))-min(min(im));

for iloop=i :r;
for jloop=1 :c;

tmpol = (iloop-1)*blkSize+[1 :blkSize];
tmp02 =(jloop-l )*blkSize+[1 :blkSize];

im(tmp0l(end),tmp02)= gColor;
im(tmp~l ,tmp02(end))= goolor;
end

end

grdlm= im;

11.9. RERregionsAllB~lks.m
"% Christopher E. Fleming
"% April2005
"% Chirp Only BER Plots w/o Black Space. it uses synchronized regions of the image
clear, close all

region=1;
angles= [0:1:15];

if(regionl=1)
load rotBERi OChirp4OdB_Blki 6Region 1 chirpErr
load rotB ERi OChirp4Od BBIk1 6 Region 1 chirpOnly
errBlkl 6= chirpErr;
chirpBlkl 6=. chirpOnly;
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load rotBERi OChirp4Od B -Blk32Region 1 chirpErr
load rotBERi OChirp4Od B Blk32Region 1 chirpOnly
errBlk32= chirpErr;
chirpBlk32= chirpOnly;

load rotBERi OChirp4OdB Blk64Region 1 chirpErr
load rotBERi1 OC hirp4Od B Blk64 Region 1 chirpOnly
errBlk64= chirpErr;
chirpBlk64= chirpOnly;

load rotBERI OChirp4Od B Blki28Region1 chirpErr
load rotBERi OChirp4OdBBlki 28Region 1 chirpOnly
errBlkl 28= chirpErr;
chirpBlkl 28= chirpOnly;

load rotBERi OChirp40d BBiki28Regionl PSN R
load rotBERi OChirp4OdB Blkl28Regionl fO
load rotB ERi OChirp4OdB BBki 128 Region 1 beta

figure
plot(angles ,errBlkl 6*1 00,'-rs',angles,errBlk32* 1 0,'-bs',angles ,errBlk64*1 00,'-

gs',angles ,errBlkl 28*1 00,'-cs')
legend (1 6x1 6','32x32',64x64','l 28x1 28')
title(sprinff('Chirp, PSNR= %ddB, f 0= %2.4f, Beta=

%2 .4f, Region= %d',PSNR,fO,beta,reg ion))
xiabel(QRotation')
ylabelQ'Bit Error Rate (%)')
grid on
set(gca,'GridLineStyle' ,'-')

elseif(region==2)
load rotBERi OChirp4OdBBlkl6Region2 chirpErr
load rotBERI OChirp40d BBlki 6Region2 chirpOnly
errBlkl 6= chirpErr;
chirpBlkl6= chirpOnly;

load rotBERi OChirp40d BBlk32Region2 chirpErr
load rotBERi OChirp4OdB Blk32Region2 chirpOnly
errBlk32= chirpErr;
chirpBlk32= chirpOnly;

load rotBERi OChirp4Od B Blk64Region2 chirpErr
load rotBERi OChirp4OdB Blk64Region2 chirpOnly
errBlk64= chirpErr;
chirpBlk64= chirpOnly;

load rotBERi OChirp4OdBBlk64Region2 PSNR
load rotBERi OChirp4OdBBlk64Region2 fO
load rotBERi OChirp4Od B Blk64Region2 beta

figure
plot(angles ,errBlkl 6*1 00,'-rs',angles ,errBlk32*1 00 ,'bs',angles,errBlk64*1 O0,'-gs')
legend('1 6x1 6','32x32','64x64')
title(sprintf('Chirp, PSNR= %ddB, f_0= %2.4f, Beta=

%2.4f,Region=%d',PSNR,fO,beta,region))
xlabel('Rotation')
ylabel('Bit Error Rate (Y
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grid on
set(gca,'GridLineStyle',-')

elseif(region==3)
load rotBERlOChirp4OdB_Blkl6Region3 chirpErr
load rotBERi OChirp40d BBlkI6Region3 chirpOnly
errBlkl6= chirpErr;
chirpBlkl6= chirpOnly;

load rotBERi OChirp40dB BBlk32Region3 chirpErr
load rotBERi 0Chirp40dBBlk32Region3 chirpOnly
errBlk32= chirpErr;
chirpBlk32= chirpOnly;

load rotBERi OChirp4OdBBlk64Region3 chirpErr
load rotBERi OChirp4OdB_Blk64Region3 chirpOnly
errBlk64= chirpErr;
chirpBlk64= chirpOnly;

load rotBERi OChirp4Od BBlk64Region3 PSNR
load rotB ERi1 OC hirp40d B_Blk64 Region 3 fO
load rotBERI OChirp4OdB_Blk64Region3 beta

figure
plot(angles ,errBlkl 6*1 00,'-rsý,angles,errBlk32*1 00,'-bs',angles,errBlk64*1 00,'-gs')
legend('l 6A1 6',32x32',*64x64')
title(sprintf('Chirp, PSNR= %ddB, f_0= %2.4f, Beta=

%2.4f,Region=%d',PSNR,fO,beta,region))
xlabelQ'Rotation')
ylabel('Bit Error Rate (%~))
grid on
set(gca,'GridLineStyle',-')

elseif(region==4)
load rotBERI O~hirp4OdBBlki 6Region4 chirpErr
load rotBERi OChirp40d BBlki6Region4 chirpOnly
errBlkl6= chirpErr;
chirpBlkl6= chirpOnly;

load rotBERlOChirp4OdBBlk32Region4 chirpErr
load rotBERlOChirp4OdBBlk32Region4 chirpOnly
errBlk32= chirpErr;
chirpBlk32= chirpOnly;

load rotBERi OChirp4OdB_-Blk32Region4 PSNR
load rotBERlOChirp4OdB_-Blk32Region4 fO
load rotBERlOChirp4OdBBlk32Region4 beta

figure
plot(angles,errBlkl 6*1 00,'-rs',angles,errBlk32*1 00,'-bs')
legend(1I 6x1 6','32x32')
title(sprintf('Chirp, PSNR= %ddB, f_0= %2.4f, Beta=

%2 .4fRegion=%d',PSNR,fO,beta,region))
xlabel('Rotation')
ylabel('Bit Error Rate (%)')
grid on
set(gca,'GridLineStyle',-')

else
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error('NO DATA')
end
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Thesis Outline

This thesis considers two problems in time-frequency signal representation applications.

In both problems, the linear frequency modulated (LFM) signals or chirp signals are

focused.

In Chapter 1, a novel linear time-frequency representation method is proposed for source

detection and classification in over-the-horizon radar (OTHR) systems. Of particular

interest is the estimation and identification of the multi-paths of maneuvering targets

described as multi-component time-Doppler signatures in the presence of strong clutter.

By approximating the time-Doppler signatures as chirp signals in each block of time period,

chirp signal analysis is used to estimate the chirp parameters (chirp rates and center

frequencies) of the clutter and target signal components. Clutter components, which are

localized around the low chirp rates and frequencies, are effectively suppressed through

subspace projections. The target signals are then dechirped, which is followed by either

conventional DFT transform or high-resolution spectrum estimation methods for center

frequency estimation.

In Chapter 2, the concept of nonstationary signal processing developed for OTHR is

extended to the two-dimensional (2-D) signal waveforms for the applications of digital

watermarking. The hidden information is embedded into a picture using the phase infor-

mation of a 2-D chirp prototype. The original picture is properly partitioned into several

blocks. In each block, one or several 2-D chirp watermark waveforms are embedded. The

parameters of the chirp watermark are selected in order to achieve low bit error rate (BER)

detection of the watermark using the 2-D chirp transform. Chirp parameter optimization

incorporates the 2-D chirp transform of the image blocks. The use of multiple, rather than

a single, chirp waveforms for each image block provides robustness to the randomness of

the image and the distortion caused by compression and various attacks. Experimental

results compare the proposed methods and support their effectiveness.

The above two problems constitute Chapters 1 and 2. Each chapter has its own in-

troduction and references. At the end of this thesis, the publication associated with this

research work is provided.

This research work was funded by a fund from the Office of Naval Research (ONR).
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Chapter 1
Time-Frequency Analysis for Maneuvering Target

Detection in Over-the-Horizon Radars

I. Introduction

Over-the-horizon radar (OTHR) systems, operating at the high-frequency (HF) bands

to exploit the reflective and refractive nature of radio propagation through ionosphere,

perform wide-area surveillance at long range well beyond the limit of the horizon and

provide advance warning which directly translates into reaction time [1], [2], [3].

An important problem in OTHR is robust high-resolution Doppler processing of tar-

gets. This resolution problem is complicated for accelerating or decelerating targets where

the Doppler characteristics are time-varying, which arises during aircraft and ship target

maneuver and during observations of rockets during boost phase and mid-course flight.

As reported in [4] and will be briefly discussed in Section 2, the complex Doppler signa-

tures presented in these cases reveal important information about the target. For acceler-

ating/decelerating targets, classical Doppler processing techniques introduce smearing in

Doppler spectrum which reduces resolution and can obscure important multi-component

Doppler features [5]. The purpose of this chapter is to achieve high-resolution of time-

varying Doppler spectrum using linear time-frequency representation techniques.

Because of the existence of strong clutter, however, direct application of various time-

frequency distributions (TFDs) often fails to achieve desirable resolution and concentra-

tion. In [4], we have proposed a novel estimation method based on effective clutter suppres-

sion and data-dependent bilinear TFDs, combined with robust high-resolution analysis.

Inspired by the linear time-frequency signal representation methods proposed in [5] for

weak signal detection and Doppler signature estimation, we use in this chapter the linear

chirp transform and decomposition in place of bilinear transforms. We take full advantage

of distinct chirp rates and frequency shifts characteristics between the target signals and

the clutter. The proposed method provides improved clutter suppression performance and

robust target signal characteristics estimation over the existing methods.

3
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II. Signal Model

The received OTHR signal, after waveform dechirping at the receiver, is expressed as

y(t) = x(t) + u(t), (1)

where x(t) is the single- or multi-component return signal from the target, and u(t) is the

clutter which also includes the additive noise.

In a typical OTHR scenario, in addition to the path directly reflected from the iono-

sphere, there is a multipath due to additional reflections from the ground or sea near the

target. Denote 11 and 12 as the propagation distance of the two paths, respectively, and

dc and dr as the respective one-way slant range between the transmitter and the target

and between the target and the receiver, respectively. Then, dt takes the value of either 11

and 12 and so does dr (In a backscattering OTHR system, the range of a target is slightly

different when viewed from the transmitter and the receiver. However, without loss of

generality, we assume identical values for notation simplicity). Therefore, the received

signal consists of four combination paths which result in the following three multipath

components:

x(t) = Ale-jw2l1!c + A 2 e-jw212/c + A 3 e-jW(I1+12)/c, (2)

where c denotes the speed of light, w = 27rf is the carrier radian frequency, and A1, A2,

and A3 are the corresponding path losses.

In this chapter, we consider a well encountered scenario of a maneuvering aircraft as an

example. In this case, the target makes a 1800 turn within a T = 30.72 second duration

to change the height and direction. The time-Doppler signatures is plotted in Fig. 1,

where the parameters used in the analysis and simulations are listed in Table 1. All the

multipath signals are considered to fall in the same range cell.

The dominant Doppler component is proportional to the target velocity in the slant

range direction, and the small Doppler difference between the three paths is proportional

to the ascending velocity of the target. The Doppler difference between the three paths,

therefore, reveals important information on how the target moves in the elevation direction.

The maximum one-side Doppler difference corresponding to the maximum ascending speed

1500 m/min = 25 m/s is about 1.17 Hz.
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In this chapter, we consider a more challenging scenario than that considered in [4).

The signal level is reduced by 6 dB whereas the clutter and noise remain unchanged. The

fourth revisit (block 4) consisting of 256 samples from the 5.12 second period between

t = 15.36 and t = 20.48 seconds. In the raw clutter data used in this chapter, the nominal

clutter frequency being about 1 Hz (refer to Fig. 2). Therefore, block 4 is more significantly

jammed by the clutter.

TABLE I

MAJOR PARAMETERS

Parameter Notation Value

initial range R(O) 2000 km

ionosphere height H 350 km

aircraft initial height h(0) 10000 m

maximum range speed v 500 km/hr

maximum climbing speed Vc 1500 m/min

carrier frequency fr 20 MHz

repetition frequency h 50 Hz

samples per block N 256 samples

III. Clutter Suppression

The clutter is suppressed in two phases. The first phase considers the clutter as an

autoregressive (AR) model. Considerable part of the clutter energy can be mitigated by

the AR pre-whitening approach [4]. To further reduce the clutter, we propose to use chirp

decomposition to estimate and subtract the residual clutter component.

A. AR Pre- Whitening

We point to the fact that the clutter is highly localized in low frequencies and can be well

modelled as an autoregressive (AR) process. Denote P as the order of the AR model, the

AR polynomial parameters a(t), t =, ... , P can be estimated via the modified covariance

method [6].

Filtering the received signal y(t) through a finite impulse filter (FIR), constructed using
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the AR polynomial parameters, results in the pre-whitened signal:

z(t) = y(t) * a(t) = z.(t) + z.(t), (3)

where "*" denotes the convolution operator.

In this chapter, the target signal modeled in Section 2 is overlayed on real OTHR clutter

data. The order of the AR model should be chosen to maximize the signal-to-clutter ratio

(SCR). We set the order of the AR model to a unit value (P=1). The spectrogram of

block 4 before and after the AR pre-whitening is shown in Fig. 2. It is seen that, the

AR pre-whitening substantially suppresses the clutter by more than 40 dB, and the target

signal is also affected with different levels, depending on how close its Doppler frequency

is to the nominal frequency of the clutter.

When the signal level is moderate over the noise floor, AR pre-whitening with higher or-

der than one may undesirably mitigate the target signal. Therefore, the AR pre-whitening

usually brings the clutter level comparable to that of the target signal. Such clutter level

might still be considered high for proper estimation of the parameters of the target signals,

particularly when the target signals have close signature to the clutter.

In the following, further and key improvements in resolutions of the target signature

components can be accomplished using the chirp decomposition techniques.

B. Chirp Decomposition and Projection

A. Chirp Transform

The chirp transform of signal x(t) is defined as

X(O3, = f X(t)w(t)eij(to)2 /2i27f(tto)dt (4)

where /3 is the chirp rate of the chirp transform, and w(t) is the window function. In Eq.

(4), to is used to shift the time origin. For the finite samples used in the computation, we

choose to as half of the length of the data samples, so that the frequency shift is evaluated

at the center of each chirp signal component. Moreover, the Hamming window is applied

in the computations.

When applied to a chirp signal with chirp rate /o and initial frequency shift fo, the

transform X(/3, f) will show a high peak at the corresponding chirp rate 300 and center
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frequency shift fo. The location of the peak is used to estimate the chirp rate and center

frequency shift of both the clutter components and the target signals. In the following,

we use the chirp transform magnitude with respect to the chirp rate 3 and the center

frequency f, to illustrate the clutter suppression procedure.

B. Chirp Transform Based Clutter Suppression

To remove the clutter, we take advantage of the fact that the clutter is highly localized

in both low frequencies and low chirp rates. The chirp transform magnitude of the OTHR

,signal after pre-whitening is plotted in Fig. 3. The localized clutter is evident in this

figure. The existence of clutter often obscures the identification of target signals as well

as the estimation of chirp rate. To mitigate the clutter components, therefore, we proceed

to find the strongest chirp signal component by searching the peak of the chirp transform

magnitude. The basis function of the associated chirp signal component is then estimated

as
•)(t) . i4•(t-to)'12+i2,,f(t-t(,) (5)

where f3 and f are the estimated chirp rate and initial frequency, respectively. The strength

and phase of the associated chirp signal component is obtained by projecting the data

signal onto the signal subspace spanned by b(t). This process is expressed in the following

vector form,
X v --(,• ) I v x ( 6 )

This signal component is then subtracted from the data signal,

xr = x - xv, (7)

which is used for further chirp decomposition. By repeating the above process described

by Eqs. (4)-(7), we can obtain the dominant chirp components from the data signal.

We define a small window around the point (f = 0,0 = 0) and the chirp signals falling

in this window will be considered as clutter components. Therefore, the signal after clutter

removal becomes the sum of the residual signal component and all estimated chirp signal

components except those being classified as clutter, i.e.,

Xo0 xr + X. (8)
not clutter
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In Fig. 4, we show the reconstructed signal after ten iterations of chirp decompositions

with the clutter components removed. It is evident that, the clutter is suppressed consid-

erably. The maximum value of the chirp transform magnitude of the reconstructed signal

in Fig. 4 clearly provides the chirp rate, as indicated by the horizontal line.

In order to resolve the center frequencies of the signal components sharing the same

chirp rate, we plot the spectrum of Fig. 4 along the horizontal line indicated. The results

are shown in Fig. 5 and reveal two neighboring peaks to the highest value in the plot.

The above combined information of the chirp rate and the center frequencies can easily

translate to the time-varying Doppler signatures of the three target signal components

shown in Fig. 1. IV. Conclusion

In this chapter, a novel method has been proposed for high-resolution time-Doppler

signature localization applied to over-the-horizon radar systems. By combining AR pre-

whitening and chirp decomposition for effective clutter suppression, the proposed method

provides robust estimation of time-varying Doppler signature in low signal-to-clutter ratio

(SCR) scenarios.
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Chapter 2

Digital Watermarking Using Two-Dimensional Chirps

I. Introduction

Digital watermarking is the process of securely embedding invisible signatures within a

cover media with no perceptual impact. Depending on the application, this process is also

referred to as data hiding or steganography. Data hiding, if used as a means for covert

communications, may require a heavier embedding capacity than digital watermarking.

The cover media is of primary interest in watermarking whereas in data hiding the cover

media is only useful to the extent that it provides a container for hidden communications.

Developing any new watermarking algorithm requires the definition of five components,

i.e., 1) cover media, 2) watermark, 3) embedding and extraction, 4) perceptual metric,

and 5) resilience and security criteria.

Watermarking has been performed in spectral as well as spatial domain. Arguably, the

best known watermarking technique is spread spectrum (SS). SS watermarking has been

used in several different contexts. One of the earliest references to SS watermarking is due

to Cox [1]. The watermark is drawn from a Gaussian source and additively modifies the

full frame discrete Fourier transform (DFT) transform coefficients of the image. Water-

marked portions of the DFT consist of the perceptually significant transform coefficients.

Hernandez et. al [2] have applied the same idea to 8 x 8 block discrete cosine transform

(DCT) transform of images, closely following the JPEG standard. First, the watermark is

mapped to a one-dimensional (1-D) binary vector. Then, a 2-D binary mask is generated

by an expansion process by repeating each bit of the 1-D vector in different subsets of DCT

coefficients. The strength of watermark is driven by a perceptual mask. This approach

is similar to spatial domain SS watermarking proposed earlier by Hartung and Girod [3]

which did not resort to masking models.

The concept of SS can be applied equally in spectral as well as spatial domains. Case

in point is the watermarking model proposed by Kutter and Winkler [4]. The watermark

consists of a binary array. Each bit of the array is spread by a 2-D modulation function and

added to nonoverlapping sets of image pixels driven by a density metric. This is similar

to Honsinger and Rabbani's phase dispersion method [5]. Both Kutter and Honsinger
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use the same model to spread watermark bits. The former uses a pseudo-random (PN)

sequence for the job whereas the latter designs a carrier with flat spectrum but PN phase.

The amplitude of the carrier is driven by a perceptual masking profile. SS watermarking

model, therefore, is an exercise in selecting the optimum spreading function for a given

task.

SPN spreading sequences are among the earliest spreading functions used in digital water-

marking. Although PN sequences provide respectable robustness against malicious attacks

through the processing gain, they provide little in terms of spectral shaping. The ability

to spectrally shape the watermark allows us to design the spreading function with as little

overlap as possible with image data. As importantly, spectral shaping allows for circum-

venting compression in general and JPEG in particular. Since JPEG compression profile is

already known, it is possible to shape the watermark in order to avoid frequency-selective

JPEG compression.

In this work we propose a 2-D wideband signal as our choice for spreading function and

implement a block-based digital watermarking algorithm. We then evaluate the perfor-

mance of this function for a special case of 2-D chirp signals. In a prior work, Stankovic et

al [6] used chirps as digital watermarks too. They added a chirp to the entire frame then

used energy-concentrating property of Radon-Wigner transform to establish the presence

of the watermark by peak-searching. This algorithm is best suited to copyright and owner-

ship verification applications where a binary decision is sufficient to establish the presence

or absence of the watermark. The ability to embed and detect different chirps per image

block, however, allows for data hiding applications where the extracted watermark may

be an information-bearing bitstream. Another point of departure from [6] is exploitation

of known-host-state-methods [7]. This approach was first suggested by Cox as communi-

cation problem with side-information [8] which was in turn based on Costa's dirty paper

writing [9]. We have incorporated this idea into our work and show that it is possible to

achieve zero BER by exploiting knowledge of host signal at the encoder. This observation

is in contrast to SS watermarking and others where watermark structure is unrelated to

host signal statistics.
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II. Watermark Embedding

Consider a problem that a digital watermark containing N-bit information is to be

embedded in a gray-scale image. The image is partitioned into non-overlapping blocks

whose sizes depend on the picture size and the amount information to hide. If Np is the

number of bits that a block can host, then [N/Npl blocks are needed, where [x] denotes

the minimum integer equal to or larger than x. In addition, when JPEG image compression

is considered, it is preferred that the size of each block be 8 x 8 or its multiples.

As an example, we consider in this chapter a 32 x 32 binary seal, which is the name of

the authors' affiliation, to be embedded into the 512 x 512 gray-scale Lena picture (Fig.

1). If the watermark is embedded through binary phase modulations, each block hosts

one bit of information. Therefore, we can partition the image into 32 x 32 = 1024 blocks,

with each block consisting of 16 x 16 = 256 pixels.

VILLA
NOVA
UNIV.

(a) Gray-scale Lena image (512 x 512). (b) Binary seal (32 x 32).

Fig. 1. Original image and binary seal.

In each block (m, n), m, n = 0, ... , 31, the watermarked image G(x, y) is expressed as

G(m, n, x, y) = Ii(m, n, x, y) + Q{kRfs(m, n)W(x, y, O0)]} (1)

where I(m, n, x, y) is the original image at block (m, n), extending over the spatial axes,

x and y, where x, y = 0,..-, 15. In (1), W(x,y,eOo) represents the employed complex

2-D FM waveform basis with 6 0 representing a set of parameters that defines the 2-D

FM waveform basis, and s(m, n) is the information to be mapped into the 2-D waveform

basis in block (m, n). When binary phase data modulation is used, s(m, n) takes value
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of either +1 or -1, corresponding to either 0 (black) or 1 (white) of the seal pixels.

The parameter k is introduced to control the image-to-watermark ratio, which is usually

referred to as the peak signal-to-noise ratio (PSNR). Moreover, R[.] denotes the real-part

operator, emphasizing the fact that while the original 2-D FM basis waveform is complex,

the hidden information in the image is real. Q[x] = ýx + 0.5j denotes quantization

operation, where [.J stands for rounding down to the nearest integer.

III. Watermark Detection and Recovery

A. Watermark Detection and Parameter Estimation

We consider blind decoding of the watermarked image, that is, the unmarked image is

not used in the detection. When the parameters e 0 that define the 2-D FM basis waveform

are not available at the detector, they must be estimated before detection can be made.

On the other hand, when the waveform parameters are known at the detector, this step

can be skipped.

The detector first estimates 0 0 by maximizing the following criterion,

00 = arg m Cax It(m, n, 6), (2)
e

where

T-1 T-1C(,•,n, e) = E E (,,n,x,Y)w*(.x,y,e))
x=O y=O
T-1 T-1 T-1 T-1

Z: E I(m, n, x, y)W*(x, y, e) + 13>E Qfk•[s(m, n)W(x, y, eo)]}W*(x, y, 0)
x=O y=O x=O y=O

C1(m, n, e) + Cw(m, n, e)
(3)

In (3),
T-1 T-1C, (, ,n, 0) E E, I(, ,n,x, y)w* (x, Y, o)
x-=O y=O

is the output of the matched filter corresponding to the original image, whereas

T-1 T-1

Cw(m, n, 0) = E3 QfkR[s(m, n)W(x, y, e0o)]}W*(x, y, 0)
x-O y=O

is the output corresponding to the watermark.
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It is noted that, unlike the conventional communications where the data is often zero-

mean, the image in its original format is all non-negative. To avoid any potential bias

in the detection, therefore, it is important to remove the DC component from the image

before he watermark detection, and it is desirable that the waveform basis is designed to

be zero-mean.

Because of the different signatures between the image and the watermark waveform basis

when they are projected into the E domain, the waveform basis achieves much higher gain

through the matched filtering at the detection. When the watermark has enough energy

such that ICw(m, n, 0o)I > ICi(m, n, Oo)h, the waveform parameters 6 0 may be detected

by locating the peak of C(m, n, E)).

In practical watermarking applications, however, the low probability of detection is

important. For this purpose, the embedded information usually does not have enough

strength such that the waveform parameters can be estimated in each partitioned block.

When the hidden information is embedded such that

ICw(eo)l > IC'(eo)l, (4)

in the vicinity of the watermark, away from the region where the image energy is concen-

trated, then the existence of watermark can be detected and reliable estimation of O0 can

be made by maximizing the following criterion,

6= arg max C(E)), (5)

e

where

0(E)) = _C(m,n, E)]., (6)

and CI(0) and Cw(O) are defined similarly.

B. Watermark Recovery

When the watermark is detected and waveform parameters 00 are known or reliably

estimated, the watermark information at block (m, n) can be recovered from the phase

information of the matched filter output, i.e., C(m, n, 00). In particular, when the binary

phase modulation is used, the embedded information is estimated as
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.(m,n) 1, if R[C(m, n, Oo)] > 0 (7)

1 o, if R[C(rn, n, eo)] < 0.

IV. Watermark Waveform Design

A. Chirp Transform

In this chapter the means of detecting the watermark prototype, which is a 2-D chirp

signal, is 2-D chirp transform. The 2-D chirp transform of a signal x(tl, t 2 ), 0 - t1 , t2

T - 1 is defined as

T-1 T-1Xc~~~~fl0,"0 f0 lt~-~•(t2+t2) -J27rfo(t1+t2) 8

tl =0 t 2 =0

In this definition we can choose the resolution of Q0 and fo based on our desired resolution

and there is no limitation as far as the number of points of /0 and fo that we can have. This

property of chirp transform is the main reason that we prefer to use for our application as

opposed to using discrete chirp Fourier transform (DCFT) [15]. DCFT is defined as

T-1 T-1 -• 2 -7

Xck,1)= • E x(tl' t2)e-jT~+2)--kt+t) 0 < k,1 < T- (9)

tl=O t 2 =O

It is clear from the definition that the resolutions of k and I are bounded to the number

of points, T.

B. 2-D Chirp Waveform

In this section, we consider the design of watermark waveforms. A 2-D chirp signal

is used as a simple example of 2-D FM basis waveform. The 2-D chirp waveform basis,

W(x, y, f,. f,, fy), in the complex format, is expressed as [10], [6]

W(x, y,)3, ffM) = ei'( 2 +zyy2 )+j2•(fx+ify), (10)

where 0, and fOy are the chirp rates at the x and y axes, and fx and fy are the respective

initial frequencies of the chirp signal. These four variables form the waveform parameters,

i.e., O• = (f6, fy, fx, fy). For notational simplicity and without loss of generality, we
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Fig. 2. Quantized 2-D chirp waveform.
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Fig. 3. Chirp transform spectra of a picture block Cr(/3, f) (left) and the 2-D chirp FIVI waveform

Cw(/3, f) (right).

consider symmetric cases and denote 03. = y /30, and f., = fy = f0, and 0 0 simplifies

to 6 0 = (03o, fo). Accordingly, the 2-D chirp basis function becomes

W V(x, y) - ejorf°(X2 +y 2 )+j27rfo(x+y) (11)

The variables x and y take values from [0, ... , T - 1], for T x T blocks, and in this specific

example, T = 15. Therefore, the instantaneous frequency in (11) ranges from fo to

f 0(T - 1) + fo.

The spectrum of the 2-D chirp waveform is important in the performance of the de-

tection and robustness. In designing the FM waveform, the initial frequency and chirp

rate are selected such that, at the specific (/30, fo), the projection of the image spectrum is

relatively low and the chirp is robust against image compression. For this sake, the high-

frequency band is first excluded from consideration and then the parameters are optimized

by choosing those where the image spectrum is low.

Figure 2 illustrates the quantized waveform of a 2-D chirp. The chirp transform spec-

trum of the first (upper-left corner) block of the original Lena picture and the 2-D chirp are

shown in Fig. 3 where the PSNR is 40 dB. It is clear that the image has a wide spectrum

with its peak power located at low frequencies and low chirp rates. On the other hand,

18

133 of 180



the chirp spectrum can be designed to be away from the region where the image spectrum

is concentrated.

C. Chirp Parameter Selection

For the binary phase modulation, the probability of erroneous detection, i.e., embedding

information s and deciding in favor of r : s, is given be

P, = P(r s) (12)

= P(s -1)P(r = +l1s = -1) + P(s = +1)P(r = -11s = +1).

The probability is evaluated for all blocks. The chirp parameter selection, in essence, is

to find (00, JO) such that, given an embedding power, the above error probability, i.e.,

the total error bits divided by the total information bits, can be minimized. It is noted

that, although we used the term probability here for convenience, the image information

over different blocks is determinant and is known at the embedder. This is in fact the

known-host state method that we exploit below.

Therefore, the optimum values of (i3o, fo) can be selected by searching (/3, f) such that

the above error probability is minimized. However, an insight look of the decision process

can deepen our understanding as well as help us in determining the waveform parameters.

In the next, we consider the adaptive chirp power allocation.

D. Adaptive Chirp Power Allocation

The known-host state method allows us to embed the watermark in such a way as to

push the decision metric into correct decision region. To ensure correct detection at all

blocks, the following condition should be satisfied,

Cw(m,n,/3 o, fo)> Ci(m,n,lo, fo), if s(m,n) 0. (13)

The matched filter output of the embedded waveform at block (m, n), Cw(m, n, 0o, fo),

takes the form of

Cw(m, n, 3o, fo) = s(m, n)H((3o, fo, lc), (14)

where H(, Jo, k) = ICw(m,n, 3o, fo)j is the magnitude. We emphasize that H is a

function of k as k constitutes an important part of the chirp waveform design.
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Substituting (14) to (13) yields,

s(m,n)H( 0o, fo, k) - Ci(m,n, fo, fo), if s(m,n) 0. (15)

or, equivalently,

H(/o, fo, k) > -s(m, n)CI(m, n, /3o, fo). (16)

Because both s(m, n) and Ci(m, n, fio, fo) are known to the embedder, we can choose dif-

ferent values of k at different blocks. That is, at each block (m, n), k(m, n) is chosen to be

minimal to maintain error free detection. In particular, when s(m, n) and C1 (m, n, ro, f 0)

have the same sign, requirement (16) is always satisfied irrespective of the value of k.

Therefore, k 0 can be chosen. For this value of k no chirp is actually added to the image

block.

It is noted that, however, if the watermark has to be detected blindly, the total water-

mark energy has to be maintained such that the detection and parameter estimation can

be carried out successfully.

E. Multi-Chirp Watermark Waveform Consideration

A generalization of the approach presented in Section IV-B is to use multiple 2-D chirps

to form the watermark waveform. In this case, the watermark basis function expression

becomes
L L

w(x,y) = > W(x,y, fioifoi)= E ejl(X 2±y 2)±j27rfO1(x+y) (17)
1=1 1=1

where L is the total number of chirp components. The chirp components have low mutual

correlations, and should satisfy the same conditions imposed on the design of a single-chirp

watermark.

In detecting the multi-chirp watermark, the 2-D chirp transform of the watermarked

2-D picture G(m, n, x, y) is evaluated at each of the components. The output of the kth

component is expressed as

T-1 T-1

Ci(m, n) >3> G(m, n,x, y)W*(x, y, fo,i, fo,1). (18)
x=0 y=O
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Several combining methods can be used to incorporate the above outputs corresponding

to L chirp components. Depending on different weighting criteria to be used, the combining

scheme can be expressed in terms of the following general expression

L

C(m,n) I - Ci(m, n) IC(m,rn), (19)
/=1

where a is a constant scalar determining the combining weighting.

While the combing methods used in wireless communications for fading mitigation are

well known, we emphasize the difference between the underlying watermark detection

problem and the wireless communications. In wireless communications, the mean noise

power is constant and the strength of the received signal is likely to reflect that of the

desired signal. Therefore, stronger components are enhanced because they likely represent

the less faded signals. Typically, a takes the value of unity. For the proposed application,

however, the watermark power is constant for different components, and the high value

of chirp transform is likely to imply a high picture (which acts as noise in the watermark

detection) strength. Moreover, the picture and watermark waveforms are similarly dis-

torted when the image is attacked by, for example, compression. Therefore, it is preferred

to select a to be zero or a small negative value.

V. Chirp Parameters Optimization for JPEG Compressed Images

A common signal processing operation on most images is compression based on JPEG.

The question to be answered here is the extent to which BER is affected by varying levels

of compression, and more importantly, the choice of {10, fo} to make the watermark robust

to compression. Rewrite (1) for the underlying chirp signal case as

G(m,n,x,y) = I(m,nxy)+ Qk[s(mn)W(xy, ofo)]}. (20)

Baseline JPEG consists of 4 sequential steps: (a) block DCT; (b) quantization; (c) zigzag

scan; and (d) entropy coding. The goal here is to spectrally shape the chirp to make it

most robust to JPEG for a given quality factor Q.

Fig. 4 shows how chirp energy distribution can be changed to counter JPEG quantization

matrix. When /0 = 0, the watermark is sinusoidal, and the energy is localized in the DCT
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domain. On the other hand, when 3 = 0.033 which is relatively large, the energy is

distributed in the DCT domain, particularly in the high frequency regions.

1( or I Bo 0 f, = (125.b) 6= 0.033

Fo, i o

Ths oiue ilutaehwcipssetrmi oiidb ifrn choce of{,f}

20. 20 i

The distribution of DCT coefficients should be closely matched to the quantization matrix

to produce the lowest BER. Since quantization matrix tends to compress higher frequency

bands more aggressively, compression affects Chirps with higher frequency contents more.

The advantage of using a chirp versus sinusoid is clearly demonstrated here. Sinusoid's

energy is concentrated at specific frequency bands and can be easily removed by selective

filtering or compression. In addition, there are virtually no degrees of freedom to spread

the spectrum and optimize detection for varying JPEG Q factors.

The question of chirp survival after JPEG cannot be discerned solely by observing chirp

DGT since the quantizer operates on the DCT of the image plus chirp and not the DCT

coefficients individually. Denote G(m', n') as the (in', n')th block of the watermark where

each block is of size 8 × 8 to match the JPEG compression standard, and let .g(m', in') --

dct[G(m', n')]. We also define IT(m',.n') -- dct[I(m', in')] and W(m', n', 3io, fo) =

dct[W(m', in', /3o, f0)] in a similar way, where •(mn', in', /3o, fo) is the watermark defined

at the (mn', n')th block with chirp parameters (r~o, f0). Then, at the (mn', n')th block, the
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quantized DCT coefficients are given by

9 g(m ,n') 1 = LE(mr n?)+ V(m',Tn', fo, fo) (21)

where Q = [qi,j] is JPEG quantization matrix, i, j = 0,..., 7. [.] is rounding towards

nearest integer. Note that division in (21) is an element-by-element matrix division. The

decoder then performs an inverse quantization on (21) followed by inverse DCT to obtain

G(n', n'),

6(m,rn) =dct_' (Q× [X (Qn') + W(mnQo, fo))]). (22)

It is clear that the watermark will be eliminated unless the chirp has enough strength

to survive compression and decompression cycle. For the watermark to survive in the

presence of images, dct(ksWpf)q >_ 0.5 - mod ( )(23a)

q kq

or
dct(ksWof) < -0.5 - mod (dt(I . (23b)

q \q

where mod(a) = a - [aj denotes the fraction part of a.

If above conditions do not hold at any of the 64 locations, the quantization matrix

removes the chirp entirely. In such cases, the detector is effectively presented with an

unmarked block. The probability of this event is governed by the statistics of aq =

mod (d )) Using (23), the probability of losing the watermark bit for a given block, or

miss probability, is
PM = P - dct(ksWpf) _< <0.5 - dct(ksW3f) (24)

q q J
It should be noted, however, that the detector may still decide, by chance, in favor of

+1 or -1 even for an unmarked block or a block that has lost the embedded chirp due

to compression. The statistics of aq is image dependent but follows some general trends.

aq is bounded to [0, 1) and follows exponential-like distributions. The distribution of aq

for Lena averaged over all frequencies is shown in Fig. 5. For k = 0, i.e, no watermark

is embedded, PM = 1 . Again, in spite of 100% miss probability, some watermark bits

will be correctly decoded by pure chance. For large k values hence stronger watermark,
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Lena
5000

45000 .....

3000-

3 0 00 .. ...... . .. ..........

2000.. . . . .. . . . . .

4 0 0 . . . . . .. . ... . .. . . . .. . . . .. ... . . . . . . . . .. . . .. . . . . . . . . . . . " . . . . . . . .

3 5 0 0O . . . . . . .. . . . :. . . . . . .. . . . . . . . . . .... . . . . . . . . . . i . .. . . . . . . . .

5 0 00 . . . . ..- . . . . . . . . . . . . . . . ... . . . . . ..... . . . . . . . . . . . -. . .. . . . . .

1500 .

500.

0~
0 0.2 0.4 0.6 0.8

a

Fig. 5. Distribution of aq for Lena averaged over all frequencies across the image.

PM - 0 . In both cases the results are consistent with watermark survival as a function

of power.

Successful selection of chirp parameters in a compressive environment must exclude

cases where watermark is removed. To test for watermark survival in an N x N image

block, we define the following metric,

N-1 N-1

E E 10 ~ ~(mt, n) -i(rn, n') ,(25)

mo=O n'=O

where I is the unmarked image block that is compressed by the same Q factor as C. Zero

e is a sign that the watermark has been completely removed by compression. Plots of

watermark survival metric, e, for fixed Q and PSNR and varying {f o, fo} are shown in

Fig. 6. Different image blocks generate different error profiles. This observation leads to

the conclusion that different blocks may benefit from custom designed chirps with specific

{0o, fo}.

The higher e values indicate stronger presence of the watermark following JPEG en-

coding and decoding. Those combinations of {13o, fo} that result in zero e at the given Q

factor must be avoided.
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fo 0.12, Q =50, PSNR =40 d6
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0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02

Fig. 6. Watermark survival metric vs. chirp rate, 03.

VI. Simulation Results

A. Chirp Parameter Selection

We first consider the application of a single-component 2-D chirp watermark. To under-

stand the effect of different chirp parameters to the watermark detection performance, the

BER performance is shown in Fig. 7 versus the chirp rate 3o, where the initial frequency

is fixed to fo = 0.2333. It is clear that, when JPEG compression is not applied, a high

value of 30 tends to provide low BER performance, because the picture does not have

much power at the high-frequency band. With moderate JPEG compression, however,

there exists an optimum range of 30, because the high-frequency band will be suppressed

in the process of image compression.

The next example shows the sensitivity of ICi(m, n, fio, fo)1, i.e., the magnitude of the

matched filter output of the original image, to the values of (/3o, fo). Two different sets

of chirp parameters, that is, (fio, fo) = (0.008, 0.08) and (f3o, fo) = (0.011, 0.11), are con-

sidered and compared. Fig. 8 shows their histogram over the 1024 blocks, whereas the

corresponding cumulative distribution plots are shown in Fig. 9. The energy of the matched
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Fig. 7. BER versus chirp rate (PSNR = 35dB).

filter output of the watermark, corresponding to PSNR = 35, 40, and 45dB, are depicted in

the figures. For the watermark chirp (0.008, 0.08), there are 25, 81, and 175 image blocks

with a projection magnitude value more than the energy of the watermark at PSNR

35, 40, and 45dB, respectively, whereas using the other watermark chirp, there are 8, 30,

and 76 blocks having projection magnitude value more than the watermark's energy at

the corresponding PSNR. Clearly, at the specific value of PSNR, (03o, fo) = (0.011, 0.11)

is preferable in this case, since the chance is lower for the image to influence the detection

of the sign of s.

(a) Oo 0.008, fo =0.08. (b) ro 0.011, fo 0.11.

Fig. 8. Histogram of the matched filter output of the original image
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(a) 3o= 0.008, fo= 0.08. (b) i3= 0.011,fo= 0.11.

Fig. 9. Cumulative histogram of the matched filter output of the original image

B. Adaptive Watermark Power Allocation

It is evident from the previous example that, the required watermark level to assure

correction detection is different for different blocks. To find the minimum watermark en-

ergy for each block, we plot in Fig. 10(a) the matched filter output of the original image

in a sequential order. The dashed lines show the levels corresponding to the watermark at

PSNR=40dB. At those blocks where the magnitude of the image contribution exceeds the

watermark output, there is a possibility that the watermark information bit is wrongly

decided. However, whether it occurs or not depends on the sign of the embedded infor-

mation.

To incorporate the watermark information, therefore, we plot in Fig. 10(b) the result of

-s(m, n)Cr(m, n, i3o, fo). A watermark decision error will occur in each of the blocks where

this value is higher than the watermark output magnitude. In other words, we can choose

the watermark energy at each block such that it merely exceeds -s(m, n)Ci(m, n, (3o, fo).

As such, the watermark energy is minimized whereas low error-rate.watermark embedding

is assured. The PSNR required to achieve BER = 0 is 51dB.
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(a) Ci (m, n, 0 , fo) (b) -s(m, n))C,(m, n,3o,0fo)

Fig. 10. Matched filter output of the original image. Dashed line corresponds to watermark output at

(PSNR = 40 dB)

C. Watermark Detection Capability

Detection capability is another issue which should be considered in the watermarking.

We refer to detection capability as the ability to answer to this question, Does a particular

image have watermark hidden in it? In our approach of embedding which is a block-wise

embedding, we claim that because of the low power of the watermark we cannot tell for

each block whether or not we added watermark for sure. But having the whole image

we can certainly tell if a particular image has embedded watermark. Figs. 11, and 12

show the sum of chirp transform spectra of all blocks of the image for both cases of with

and without watermark. In the figure with embedded watermark, PSNR = 40 dB, the

watermark chirp parameters are /3 = 0.011, and fo = 0.11. It is clear from this figures

that in the spectrum of watermarked image we can mark the position of chirp watermark

which was designed away from the content of image.
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om .

Fig. 11. Sum of chirp transform spectra of all blocks of Lena picture.

0.l

Fig. 12. Sum of chirp transform spectra of all blocks of watermarked Lena picture.

D. Effect of DC Components

The previous simulation results have assumed that the DC components of the water-

marked image and the watermark waveform are removed, as we discussed in Section III.

The next example shows that, if such DC component removal is not properly performed,

there may be a significant bias which, in turn, will affect the watermark detection.

Figure 13(a) shows the histograms of C(m, n, fo, fo), the matched filter output of the

watermarked image. The chirp parameters are (0o, fo) = (0.009, 0.09) and the PSNR is

40dB. The histograms corresponding to watermark information + 1 and -1 are overlapped

in this plot. It is obvious that the high bias observed in this figure will make the watermark

decision very difficult. When the DC components are removed, however, as shown in Fig.

13(b), no bias is observed.
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(a) DC components not removed. (b) DC components removed.

Fig. 13. Histograms of C(m, n, , fo) with .s(m,n) = +and -1 embedded (5 =0.009,fo 0.09)

E. Multi-Chirp Watermark

In Figure 14, the watermarked Lena picture is shown where the JPEG quality factor

Q = 30%, PSNR = 30dB, and f--0.015, for both cases of single- and multi-component

chirp watermarks. a• = 0 is used for multi-chirp combining. The lower perceptibility of

the four-component 2-D chirp scheme is evident, comparing these two pictures, though it

may not be that clear in print.
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(a) Single-chirp

(b) Multi-chirp

Fig. 14. Comparison of watermarked images (PSNR = 35dB, 03 0.015, Q= 30%). Left: full size picture;

Right: enlarged picture of the face part.

In Figure 15, we show the BER versus the PSNR where the respective optimum value

of Po is used in each scenario. Again, fo = 0.2333 is used. The performance curves

for no compression case are not shown since the respective BER = 0 throughout the

range of PSNR. Comparing the two figures, it is clear that the multi-chirp watermarking

outperforms its single-component counterpart.

(a) Q=30% (b) Q=50%

Fig. 15. BER performance versus PSNR.

Figure 16 depicts the blindly decoded seal results. The results clearly show the robust-
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ness of the watermarking and detection, even when the PSNR is high and the picture

is highly attached by image compression. The advantage of using four-component chirp

watermarking is also evident.

PnW = W0 p= 0.01G PS0NR=5 0 P= = 0,05 0. P R = Q0 ,=003 PSNR 0 0 , V S = X 0.0!5 PNR f Ql0= G001

VILLA ViLi VILLA- VILLA VILLA VILLA
NOVANOVAý V NOVA NOVA
UNIV. UNIM iV: UNIV. UNIV. NIV.

(a) Q= 30%, single-chirp (b) Q= 30%, multi-chirp
PS06R- 0 02 0. 6 : 3SF 0.016 P06 0 =p Q0.0 P9R0 0 p 0.02 PSNR 5p 0.0105 p0f l40P=0 00

VILL MA VILLA V11LA VILLA VILLA VILLA
NOVA NOVA WVA NOVA NOVA NOVA
UNIV. UNIV. NIV: UNIV. UNIV. UNIV.

(c) Q= 50%, single-chirp (d) Q= 50%, multi-chirp

Fig. 16. Seal detection results.

F. JPEG Compressed Imagery

Because JPEG operates on 8 x 8 blocks, a single watermark waveform is spectrally

divided among multiple image blocks when watermarked image blocks are larger than the

JPEG block. In our example, a 16 x 16 block is divided into 4 image blocks as shown in

Fig. 17.

S°00 0! 0 0
-1 0: ' 1 0. " "0: ., .' : ....,.

123 123 12..3':' ," " 2.

8•1234 5678* 12345678 ,5678 12345678 .2345678

Fig. 17. Nonoverlapping 8x8 DCT blocks of a 16x 16 chirp.

It is now possible to observe the BER versus (3io, fo) for various compression levels for a

32

147 of 180



given PSNR. The objective is to tune the chirp parameters for optimum BER performance

across a wide range of Q factors. The 512 x 512 image is divided into 16 x 16 blocks, each

carrying one watermark bit. BER values are then found by simulations for Q factors =

50 and 75 as well as the case with no compression. Fig. 18 shows contours and patches of

constant BERs for Lena, where the values denote the numbers of incorrectly decided bits

out of the 1024 total watermarked bits. For comparison, we also show the same results

for the Elaine picture in Fig. 19.

It is observed from these figures that, for higher compression factors, the low BEES

appear in lower (/3o, fo) regions. This behavior is consistent with JPEG compression

as more high frequency components are suppressed, along with the watermark. Similar

simulations have been carried out for Elaine. Trends are similar but variations of BER

vs. (0io, fo) are clearly image-dependent. It is often desired to select (/3o, fo) pairs that

survive compression across a range of Q factors. Fig. 18 can be used to identify overlapping

portions of (fi, f) to achieve certain BEEs. It is interesting to note that for Elaine, it is

possible to select chirps that meet BER < 0.01 across all Q > 50. The same cannot be

said for Lena.

An inspection of BER contours reveals another important property of the chirp. As

shown in Fig. 19(a), to achieve BERs below 0.01 using sinusoids allows the use of only a

limited number of frequencies below fo = 0.143. Using a chirp instead greatly expands the

possible (/3o, fo) pairs that achieve the required BER. The expanded choice is important in

tuning the watermark in order to counter compression effects. For example, in Lena image

* there are no sinusoids that achieve BER < 0.01 for Q = 75, whereas there are plenty of

chirps that would achieve this specified BER.
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nN U 0 75 SRQ 0 SRO

(a)No compression.. (b) With compression (Q = 75). (c) With compression (Q = 50).

Fig. 18. BER contour for Lena.

ElaIne. WNo s P'S- =0 S Elaine . 01S, PSNM S B ne 0 .pSNR =- 501

Io

(a)No compression. (b) With compression (Q = 75). (c) With compression (Q - 50).

Fig. 19. BER contour for Elaine.

G. A Comparison with Spread-Spectrum Watermarking

Here we consider the same system for watermark embedding and detection but substi-

tuting 2-D chirp watermark with a 2-D M-sequence watermark.

In figures 20, 21, and 22 a comparison of bit error vs. PSNR is shown for both cases

of chirp and M-sequence watermark. The chirp parameters that we chose are /3 = 0.011,

and fo = 0.11.
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Fig. 20. Bit error vs. PSNR.

Q = 75%
300

250

200(

150

100

50

36 38 40 42 44 4 48 50
PSNR

Fig. 21. Bit error vs. PSNR.
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Q=50%

400

Chirp

350

300

250 /

Ur 200/

150

100

50

0ý
36 38 40 42 44 46 48 50

PSNR

Fig. 22. Bit error vs. PSNR.

These figures obviously show the better performance of chirp watermark vs. M-sequence

watermark as far as bit error is concerned, specially for the cases with JPEG compression.

The following table shows a comparison between the two methods when JPEG compres-

sion is applied. The PSNR = 39dB. This table shows the bit error for different compression

rates. As can be seen from the table, for M-sequence which has a spread spectrum the

degradation from JPEG compression is so high. The chirp with the same chirp parameters

as before survives the JPEG compression perfectly.

Bit Error no compression Q = 75% Q = 50%

chirp 14 14 21

M-sequence 16 112 166

Figures 23, and 24 show a comparison for the perceptibility ,of the watermarked image. It

is clear that the M-sequence watermark has lower perceptibility because of its pseudo-noise

nature.
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Fig. 23. Watermarked image using 2-D chirp.

Fig. 24. Watermarked image using M-sequence.

H. Attacks on Watermark

The idea of an attack is any processing of watermarked image that might damage the

watermark. Attacks could be accidental, like JPEG compression of a watermarked image,

or hostile, like an effort by a multimedia pirate to remove or destroy watermark. Some
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examples of attacks include compression, linear filtering, and geometric transformations

like rotation, shearing, scaling, and cropping. In the following, we provide simulation

results for scaling and median filtering.

Scaling

We scale the watermarked image to half of its size and to detect the watermark we

rescale image to its original size which has apparently lost a lot of fine details. The half

sized and rescaled watermarked image are shown in Fig. 25 for PSNR = 40 dB, f = 0.011,

and fo = 0.11. The number of bit errors in detected seal in this case is 42. For the case

of scaling to 99% and 80% and rescaling back to the original size, the number of errors

are 34 and 40, respectively. For the same parameters if we do not apply any scaling and

rescaling the number of errors is 14.

Fig. 25. Scaled (left) and rescaled (right) watermarked image

Median Filter

Here we consider median filtering as an attack to watermarked image. The median

filtered version of watermarked image with the median filter of size 3 x 3 is shown in

Figure 26. The number of errors is 34. All other parameters are same as parameters in

scaling attack part. For median filters of sizes 4 x 4, 5 x 5, and 6 x 6, numbers of errors are

189, 311, and 459, respectively. As you can judge by the number of errors except for the

median filter of size 3 x 3, other median filters affect the watermark in an adverse manner

that the seal would not be detectable.
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Fig. 26. Median filtered version of watermarked image

V11. Conclusions

In this chapter, a novel method has been proposed for digital watermark embedding

and detection. The watermarking is based on 2-D FM signals which is robust to various

attacks. 2-D chirp signals are used as examples for extensive investigation. By properly

choosing the chirp parameters, a watermark chirp signals can be designed to maximally

distinguish itself from the original image, resulting in optimum watermark coding. An

adaptive chirp power technique improved the performance and also imperceptibility of the

watermarked image. The watermarking scheme can embed multiple chirp components for

more secure and flexible data coding, and the results have shown superiority over the case

when a single chirp is used.
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